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ABSTRACT
JAMMING IN THE GAS-FLUIDIZED BED
Adam R. Abate

Douglas J. Durian

This work focuses on the study of nonequilibrium systems driven close to jamming. Macroscopic
particles agitated by turbulent air are observed with a high-speed camera. Driven this way, one or
two ping-pong balls were found to perfectly obey statistical mechanics [64]. To probe the range of
validity of the statistical mechanical description we systematically perturb the experiment search-
ing for a governing parameter. Next, we considered dense packings of steel balls fluidized the same
way and ask the question how the system’s proximity to the jamming transition effects its structure
and dynamics. Focusing our attention on systems very close to jamming, we observe spatially het-
erogeneous dynamics resembling dynamical structures seen in simulations of supercooled liquids
and colloidal glasses. We measure the growth of these heterogeneities as a function of proximity to
the jamming transition and find that dynamical time and length scales diverge in a way consistent
with Mode-Coupling Theory and the Vogel-Tammann-Fulcher Equation, which adds support to
the universality of the jamming concept. Motivated by the need to fully characterize spatially het-
erogeneous dynamics, we also develop novel topological methods based on time-varying Voronoi
diagrams and correlations in the nearest neighbor network, which are both more accurate and more
straightforward to measure than widely used four-point correlation functions. To investigate how
the short time agitation of the balls by the air gives rise to long time system relaxation, we verify the
consistency of three distinct effective temperatures that in thermal equilibrium are equal. We also
study avalanches of flowing glass sand particles which offer a unique look at a system at different
stages of jamming. Using a newly developed light scattering technique called Speckle-Visibility
Spectroscopy we are able to probe the three-dimensional dynamics of the avalanche flows over ten

orders of magnitude in time.
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Introduction

The study of driven-dissipative systems remains at the frontiers of scientific research today. Such
systems are of vast importance to industry and technology and are found in natural forms at all
scales in the universe. The theory that will one day describe all these systems has not yet been
invented and many of the most basic questions remain unanswered. It has been my motivation to
contribute in some small way to the understanding of such systems and provide information that
might one day lead to a full theory. The majority of my work can be broadly separated into two
types of experiments: grains fluidized by air in a two-dimensional bed and granular avalanches

flowing in three-dimensions.

My first experiment originated as an extension of work done by my predecessor, Rajesh Ojha.
Rajesh found that a single ping-pong ball fluidized by air in two dimensions perfectly obeyed
statistical mechanics, as though it were a Brownian particle trapped in a harmonic potential. But
what exactly validated a statistical mechanical description of this driven-dissipative system? To
shed light on this question we went back to the original experiment and systematically changed one
property at a time in an attempt to uncover a governing parameter. In the end, we discovered that
statistical mechanics broke down gradually when grains of different size were fluidized together.
The degree to which the system approximated a statistical mechanical system depended on the
degree to which the grains differed in size, which provided us with a parameter that gradually

caused the breakdown of the statistical mechanical description. This is the focus of Chapter 1.

We then turned our attention to disordered collections of many balls. The idea was to under-
stand the behavior of granular systems driven at various proximities to the jamming transition. In
fact, we found that at low densities and high driving the system behaved like a simple liquid both

structurally and dynamically, and at high densities and low driving it behaved like a glass. By



keeping track of hallmark changes in the structure and dynamics for different driving and density

trajectories, we were able to map out a jamming phase diagram. This is the focus of Chapter 2.

The analogy of granular systems close to jamming to atomic systems undergoing a glass tran-
sition extends beyond single particle quantities like the the mean-squared displacement and pair
correlation functions measured in Chapter 2. For systems close to jamming, peculiar dynamical
features become evident over a range of timescales. These dynamical “strings” resemble spatially
heterogeneous dynamics that have been seen in simulations of supercooled liquids and dense col-
loidal suspensions near the colloidal glass transition. To explore the analogy further we study these
strings as a function of proximity to the jamming transition, by changing the systems density and
energy, and find that the dynamical time and length scales they represent diverge with proximity to
the jamming point. In fact, this divergence was found to be consistent with Mode-Coupling The-
ory and the Vogel-Tammann-Fulcher equation, which further fuels the universality of the jamming

concept. This is the focus of Chapters 3 and 4.

To understand how the short time agitation of the balls gives rise to long time relaxation,
and also the further analogy with atomic systems undergoing a glass transition, we study three
different effective temperatures that in thermal equilibrium are all equal. We measure the average
kinetic energy of the balls, often called the granular temperature, and an Einstein temperature
based on the ratio of diffusion to mobility. We also measure a novel effective temperature using a
“granular thermometer” which is a weighted sphere oscillator. By measuring the average potential
energy stored in the oscillator and its rotational and translational velocity we are able to measure
yet another effective temperature having to do with grain collisions. With these three effective
temperatures we are able to withess how the approach to jamming effects the validity of key players
in statistical mechanics, such as ergodicity, equipartition of energy, and the fluctuation dissipation
theorem, on which all three effective temperatures rely in order to be equal in thermal equilibrium.

This is the focus of Chapter 5.

In the final chapter we present a light scattering study of avalanche flows. Even though sand-
piles are some of the most common objects in the natural world, the fundamental physics that
governs them is poorly understood, and as a result many basic questions, like what the average
fluctuation speed of the sand particles is and how frequently avalanches occur, are yet to be an-

swered. By using a new light scattering technique called Speckle-Visibility Spectroscopy, we are
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able to observe the dynamics of 1500 independent avalanches down to the angstrom scale and over
ten orders of magnitude in time. This light scattering technique and the enormous dynamical range
it avails us is essential because as we will show, avalanche dynamics span an enormous range of
time and length scales. With this data we are able to present for the first time the average dynamical
shape of an avalanche, along with its frequency statistics and characteristic features. This is the
focus of Chapter 6.
In the appendix are descriptions of short experiments and additional scientific analysis. The

final appendix has technical details that will be useful to researchers attempting to reproduce these

results or take them a step further.



Chapter 1

The Partition of Energy for
Air-Fluidized Grains

1.1 Abstract

The dynamics of one and two identical spheres rolling in a nearly-levitating upflow of air obey the
Langevin Equation and the Fluctuation-Dissipation Relation [@jhal. Nature427, 521 (2004)

and Phys. Rev. F1, 016313 (2005)]. To probe the range of validity of this statistical mechanical
description, we perturb the original experiments in four ways. First, we break the circular symme-
try of the confining potential by using a stadium-shaped trap, and find that the velocity distributions
remain circularly symmetric. Second, we fluidize multiple spheres of different density, and find
that all have the same effective temperature. Third, we fluidize two spheres of different size, and
find that the thermal analogy progressively fails according to the size ratio. Fourth, we fluidize in-
dividual grains of aspherical shape, and find that the applicability of statistical mechanics depends

on whether or not the grain chatters along its length, in the direction of airflow.

1.2 Introduction

There is a growing list of driven, far-from-equilibrium systems where the dynamics of microscopic
fluctuations are characterized by an effective temperature. One of the earliest examples is the

kinetic energy associated with velocity fluctuations in a sheared granular material [5]. More recent

4



examples in granular physics include dilute grains driven within a horizontal plane [39, 63, 64,
69, 70], as well as flowing granular liquids [48, 51, 56, 58, 76, 82] and vertically-vibrated granular
gasses [6,16,27,65]. Wider ranging examples include chaotic fluids [26, 37], spin glasses [15, 35],
glasses [9,34], colloids [7,77], and foams [67], which are all far away from equilibrium. In some of
these cases [6,16,64,67,70,82], the behavior is in perfect analogy with that expected for a system
in thermal equilibrium, which we denote the thermal analogy. In other cases, the thermal analogy
is more limited and does not hold in detail.

An outstanding question is how to predict whether or not the thermal analogy holds. What
do the systems in Ref. [6, 16, 63, 64, 67, 70, 82] have in common, and how do they differ from
other driven systems? Here we seek insight by systematically perturbing one case for which the
analogy unarguably holds in all detail, in hopes that it may be progressively upset. In particular, we
focus on a small number of grains fluidized in a nearly-levitating upflow of air. While grains thus
never leave the plane, they can nevertheless be driven randomly within the plane by the random
shedding of turbulent wakes at a rate set by the Strouhal number [3, 84]. The Reynold’'s number
based on sphere size is of ordéf. Under these conditions, a single sphere confined to roll within
a circular cell behaves exactly like a Brownian particle in a two-dimensional harmonic trap [64].
Specifically, the dynamics obey a Langevin equation where the random force autocorrelation is
proportional to the viscous drag memory kernel and the effective temperature according to the
Fluctuation-Dissipation Relation. For a variety of conditions, the root-mean-squared displacement
of the sphere from the center of the trap and the mean-squared speed of the sphere, respectively,

are given by [63]

2 = (0.20 %+ 0.02)Reent, (1.1)
3

02y = o.7<p‘”"") v 1.2

@) pe ) gD (1.2)

Herep. = m./[(4/3)7(D/2)3]; m. = m + I/(D/2)? is the effective inertial mass of the sphere;

m, I, andD are respectively the mass, moment of inertia and diameter of the sphgrandu are
respectively the density and flow speed of the @i; 980 cm/s? is gravitational acceleration; and

R,y is the radius of the sample cell. Physically, Eq. (1.2) can be understood by balancing energy
input, via collision between the sphere and a sphere-sized volume of air, with energy dissipation

via viscous drag. Geometrically, Eq. (1.1) can be understood by a picture of the repulsion between
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the cell wall and the turbulent wake, which expands as it moves downstream.

The detailed thermal analogy for the behavior of one and two nearly-levitated gas-fluidized
spheres was completely unexpected. In this paper, we seek insight via systematic perturbation
of the original experiment. To begin, we first describe the experimental apparatus and analysis
procedures used throughout. In the next four sections, we describe the perturbations and results,
with one perturbation per section. We shall demonstrate that the thermal analogy is very robust
with respect to some of these perturbations. We also shall demonstrate a control parameter by

which the thermal analogy may be progressively upset.

1.3 Experimental Details

Our methods for fluidizing grains and tracking their positions are similar to those of Refs. [63,64],
but with some embellishments that we describe in detail here. As before, the heart of the apparatus
is a rectangular windboxl.5 x 1.5 x 4 ft3, standing upright. A circular sieve with mesh-size
300 um sits in a twelve-inch circular hole on the top. All systems except in the final section
on non-spherical grains, have spherical grains that roll without slipping. The rotational motion
is therefore coupled to the translational motion in such a way that the observed kinetic energy
has both a translational and rotational part, together defined.ag\ digital CCD video camera
[Pulnix 6710, 8 bits deep, 120 Hz frame rate], and a ring of six 100 W incandescent lights, are
located approximately three feet directly above the sieve, mounted to a scaffolding which in turn
is mounted to the windbox. A blower is connected at the base of the windbox to provide air
flow perpendicular to the sieve. A hotwire anemometer measures the flow rate, and verifies its
uniformity. Previously, a perforated metal sheet was fixed in the middle of the windbox to break
up large scale structures in the airflow. To ensure even more uniformity, we now use two perforated
metal sheets with a one-inch thick foam air-filter sandwiched in between.

The control of the camera, and all image processing, is accomplished within LabVIEW. In all
runs, images are harvested at 120 frames per second and written to hard disk for post processing. To
minimize the size of the data set, and hence to optimize the maximum possible run length, we first
threshold the images to binary so that each grain appears as a white blob on a black background.

The illumination and thresholding level are adjusted so that each blob corresponds closely to the
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entire projected area of the grain. Successive binary images are encoded as a lossless format AVI
movie [Microsoft RLE]. Previously, we used a custom encoding scheme that is optimal only for a
very small number of spherical grains. The AVI format requires more disk space, but is also more

flexible for large numbers of grains.

For post-processing we also use LabVIEW. If the grains are far enough apart as to be distinct
white blobs that are completely surrounded by black, then we use LabVIEW's “IMAQ Particle
Analysis” algorithm to locate the center of brightness of each blob to sub-pixel accuracy. However,
when two grains collide and their blobs touch, then this algorithm identifies only the center of the
combined two-grain blob. When the total number of identified blobs falls below the known number
of grains, we must modify our tracking procedure. The widely-used technique of Ref. [14] cannot
be invoked, because it requires the grain separation be large compared to grain size. Instead, we
apply an erosion algorithm, in which a square mask consisting of ones (white) and zeros (black)
is run over the binary image. The output at each pixel is one (whitd) the image pixels under
the white region of the mask are white; otherwise, the output is zero (black). For spherical grains,
we choose a mask that is about 2/3 the grain size, that is white throughout the largest inscribed
circle, and that is black outside this region. This construction preserves the circular shape of the
blobs, while eroding their size. It also separates blobs that are in contact, and optimizes their
circularity after separation. After applying such an erosion, we then invoke the same centroid-
finding algorithm as before. These procedures are demonstrated in Fig. 1.1, which shows two

grains before, during, and after collision.

There are two more steps. First, the grain coordinates measured in each frame must be iden-
tified with the correct corresponding grains in the previous frame. This is aided by the fast frame
rate of our camera, which is such that the maximum displacement in one frame is much less than
the grain size. Finally, position vs time data is fitted to a third order polynomial within a window
of +5 points in order both to smooth and to differentiate to second order. Gaussian weighting that
is nearly zero at the edges is used to ensure continuity of derivatives. The rms deviation of the
raw data from the polynomial fit is 0.001 cm, which we take as an estimate of position accuracy.
This and the frame rate give an estimate of speed accuracy as 0.1 cm/s. Indeed these numbers

correspond to a visual inspection of the level of noise in time traces.
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Figure 1.1: [col-ero] (a) The measured blob area, and (b) the center-to-center separation, for two
grains in collision. The grayed stripe indicates the time-interval the grains are in close enough
proximity so that they are imaged as as a single blob (inset a), which is eroded producing two
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1.4 One Sphere in a Stadium

Ouir first perturbation is motivated by the very form of Eq. (1.1), which says that the rms position
of the sphere is set by the radius of the sieve. So instead of using a circular sample cell, we now
construct a stadium-shaped sample cell by placing appropriate wooden inserts into contact with the
sieve both above and below. A binary image of our stadium, with & 1 inch nylon sphere, is
shown in the inset of Fig. 1.2. Certainly the elongated boundary will affect the confining ball-wall
potential, with the sphere expected to move farther along the long axis. Due to loss of symmetry,
the rms position and speed of the grain could now both be different along the long and short axes,
which would be a direct violation of the thermal analogy. To investigate, we fluidize the nylon ball
with an upflow of air at speed = 750 cm/s, and we track its position with the methods described
above.

Results for the position and speed distributions along the two axes of the stadium are displayed
in Fig. 1.2. All four have the same Gaussian shape, characteristic of a Brownian particle in a
harmonic trap, as seen before. Though it couldn't have been expected, the speed distributions
remain identical along the two axes. However, the sphere now has wider excursions along the
longer axis. The observed rms displacements\te;2) = 0.83 cm andy/(z2) = 0.56 cm for
long and short axes, respectively. The ratio of these displacements is 1.48, which is very close to
the ratio of long to short dimensions of the stadium, (22.8 cm)/(15.2 cm)=1.50, in accord with the
scaling of Eq. (1.1).

If the thermal analogy holds for the translational, in addition to the kinetic, degrees of freedom

then the spring constants along the two axes can be deduced from the equipartition of energy:
T = me(u?) = me(vs®) = k() = kq(x2), (1.3)

whereT is the effective temperature measured in units of energy. To test this relation, we compare
with an auxiliary mechanical measurement of the spring constants. As in Ref. [64], we tip the
entire apparatus by a small anglaway from horizontal and measure the shiftz) in the average
position of the sphere down the plane. The new average position is where the spring force balances

the force of gravity acting within the plane:
kE(Az) = mgsiné. (1.4)
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Figure 1.2: [v-p-dis] Distributions for the components of (a) position and (b) velocity measured
for a one-inch nylon sphere along the long and short axes of a stadium-shaped trap. To within
measurement uncertainty, these distributions are all Gaussian (dashed curves).
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Figure 1.3: [spr-cons] Shift in average position of a fluidized sphere with respect to the sine of the
angle by which the entire apparatus is tilted. Data are shown by symbols, and prediction based on
the equipartition assumption and the variance of the position and speed distributions are shown by
shaded regions. The experimental conditions are the same as in Fig. 1.2.

This is done for orientations of the stadium with the long axis both parallel and perpendicular to the
tilting direction. The results for the shift in average position are plotted as symbols vs the sine of
the tilt angle in Fig. 1.3. The expectations based on Eq. (1.3) and the position and speed statistics
are also plotted in Fig. 1.3, now as a shaded region that reflects measurement uncertainty in the

rms displacements and speeds. Indeed, the two results agree well.

To drive home the validity of the thermal analogy for a nearly-levitated sphere in a stadium-
shaped cell, we now compute the total mechanical enér@g the sum of kinetic and potential
energies at each instant in time. We then compute the distribution of total energy sampled over the
entire run. The data, shown in the main plot of Fig. 1.4, agree nicely with the expectation for a
thermal systemP(E) = (E/T?)exp(—FE/T), which is given by the density of states times the
Boltzmann factor with no adjustable parameters. The insets show no correlation in phase-space

scatter plots of speed vs position.

While we might have hoped to tune the validity of the thermal analogy by the value of the

aspect ratio of the sample boundary, apparently it is robust with respect to this perturbation and we

11



0.015 : : :

0.01

v (cm/s)

P(E)

0.005

T=31.6 £0.36 ergs

1 1
0 50 100 150 200 250 300
E (ergs)

Figure 1.4: [ene-dis] The energy distribution for a one-inch nylon sphere in a stadium-shaped trap,
under the same conditions as in Figs. 1-2. The dashed curve shows the expectation based on the
known effective temperature and the product of density of states times a Boltzmann factor. The
insets show scatter plots of velocity and position components; successive points are separated by
several seconds, longer than the decay time of the velocity autocorrelation function.

must look elsewhere.

1.5 Five Spheres of Different Density

Our second perturbation is motivated by the form of Eq. (1.2), which specifies the mean-squared
speed of individually fluidized spheres as a function of the air and sphere properties. Note that
Eg. (1.2) gives the scaling of the mean kinetic energy with sphere densiy &sl/p., due to

the way energy is injected by turbulent wakes. If this relation also holds when multiple spheres
of different density are in the sample cell, then the spheres would have different temperatures.
To test this possibility we now simultaneously fluidize five solid spheres of the same diameter,
D = 2.54 cm, but of different density. The materials and effective densities of the spheres are
as follows: wood 0.95 g/cc; polypropylene 1.29 g/cc; nylon 1.57 g.cc; teflon 3.02 g/gOs Al
ceramic 5.33 g/cc. We note that the wooden ball is slightly aspherical, and its diameter is about
0.5% smaller than the others. The air speed is 600 cm/s, the trap is circular, and the sieve is

perpendicular to gravity.
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Figure 1.5: [diffdens] Speed distributions for grains of equal diameter but different density. In order
of decreasing density, the sphere materials are cerami©¢}l Teflon, Nylon, polypropylene, and
wood. The inset shows a photograph of the system.

The normalized speed distributions are displayed in Fig. 1.5 for the five spheres. All have the
same Gaussian form as for a thermal particle in two dimensi®fs, = (2v/(v?)) exp(—v?/(v?)).
But evidently the lighter spheres move faster, on average, than the denser spheres. The mean ki-
netic energy for each sphere is plotted in Fig. 1.6 vs effective density. There is a slight upward
trend, but to within measurement uncertainty the mean kinetic energy is almost constant. The pre-
diction of Eq. (1.2),K ~ 1/pe, is completely wrong for multi-ball systems. The spheres exchange
energy, perhaps through interaction of their wakes as well as through direct collisions, and thereby

come to the same temperature. Again, the thermal analogy is robust with respect to perturbation.

1.6 Two Spheres of Different Size

Our next perturbation is also motivated by the form of Eq. (1.2), which implies that the mean
kinetic energy of an individually fluidized sphere scales with sphere diamefér-ag)®/2. If this

holds when multiple spheres of different diameter are simultaneously fluidized, then the spheres
would have different temperatures. To test this possibility, we fluidize pairs of nylon spheres of

different diameter. The airspeediis= 770 cm/s and the trap is circular. By varying the choice of
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Figure 1.6: [ener] Average kinetic energy vs density, based on the speed distributions shown in
Fig. 1.5 for five spheres of equal diameter. To within measurement uncertainty, the results are
nearly constant, as shown by the solid horizontal line. The expectation based on single-grain
behavior, Eq. (1.2), is shown by a dashed curve.

spheres, we have examined the behavior for seven diameter ratios ranging from about 0.5 to 5.

The speed distributions are always nearly Gaussian. This is quantified in Fig. 1.7a, which
shows the kurtosigv*) /(v)* of the speed distribution for each sphere as a function of diameter
ratio. The values are close to 3, the Gaussian expectation, except for two cases. This in and of
itself is a violation of the thermal analogy. However, it is not so drastic that the mean kinetic

energy, and hence the effective temperature, become ill-defined.

The ratio of mean kinetic energies of the two balls, which equals the ratio of their effective
temperatures, is plotted vs diameter ratio in Fig. 1.7b. The kinetic energies are nearly equal for
diameter ratios of less than two. But for increasing diameter ratio, the larger sphere becomes
progressively hotter than the smaller sphere. Evidently, the diameter ratio is a control parameter
that can be varied to systematically break the thermal analogy. This breakdown appears to be quite
gentle, though. The temperature ratio is not as great as expected by Eq. (1.2), which again we find
to be incorrect for multi-ball systems. Also, the leading behavior is not linear, but rather quadratic

in the diameter ratio. This may be amenable to theoretical modelling.
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Figure 1.7: [TRK] (a) Kurtosis of the velocity distributions, (b) ratio of average kinetic energies,
and (c) equal-time velocity cross-correlation for pairs of nylon spheres vs the ratio of their diam-
eters. For the thermal analogy to hold, the kurtosis should equal 3, the kinetic energy ratio should
equal 1, and the equal-time velocity cross-correlation should vanish. The ratio of average kinetic
energies predicted by single-sphere behavior, Eq. (1.2), is shown by a dashed curve.
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Before closing this section, we now consider the physical origin of the breakdown of the ther-
mal analogy vs diameter ratio. The reason, actually, is immediately obvious when viewing the
system directly. The two spheres usually repel one another through interaction of their wakes, as
discussed in Ref. [63]. However, if they approach close enough, then they come into lasting contact
and the upflow of air exerts a net total force on the pair causing them to accelerate straight across
the cell until reaching the boundary. The direction of motion is such that the large sphere appears
to chase the small sphere out of its territory. We speculate that the loss of symmetry of the two-ball

pair causes the vortices to be shed preferentially along the line of centers, resulting in a net force.

The prevalence of this “chasing”’phenomenon may be quantified by the equal-time velocity
cross-correlation(uvy(t)vs(t)), where the subscripts denote “big” and “small” spheres as before.
For the thermal analogy to hold, this quantity must vanish because all kinetic degrees of freedom
must be independently populated. During a chase, however, the two velocities are equal and hence
perfectly correlated. Data for the equal-time velocity cross-correlation, made dimensionless by
the rms speeds of the two balls, are plotted vs diameter ratio in Fig. 1.7c. By contrast with the
effective temperature ratio, this rises abruptly from zero for diameter ratios greater than one. Also
by contrast, it reaches a peak for a diameter ratio of about 3 and then decreases. If the size disparity
is too small, then the loss of symmetry is not enough to cause much chasing. If the size disparity
is too great, then the large grain slowly rolls without regard for the small ball, which quickly
flits about and is repelled as though from a stationary object. We believe the thermal analogy is

recovered in this limit, but with the two balls being differentially “heated” by the upflow of air.

1.7 One Aspherical Grain

In the above sections, and also in Refs. [63, 64], the shape of the grain is spherical. This is special
because it permits the grain to roll freely in all directions without sliding. It is also special because
it permits vortices to be shed equally in all directions. To explore for qualitatively new phenomena,
and to seek another means of violating the thermal analogy, we now perturb the grain shape. The
objects we fluidize are listed in Table 1.1 and pictured in Fig. 1.8: various pharmaceutical pills,
a cylindrical wooden rod, and a dimer consisting of two connected hollow plastic spheres. When

individually fluidized by an upflow of air, the pictured grains all translate and rotate seemingly at
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| Name | p (g/cc) | L (cm) | W (cm) [ H (cm) | m(g) | I (g-cn¥) |
white 0.685 2.12 0.848 0.848 | 0.82 0.344
silver 0.951 1.52 0.586 0.586 | 0.39 0.083
brown | 0.937 1.94 0.966 0.888 | 1.56 0.611
wood 0.671 4.75 0.540 0.540 | 0.73 1.386
dimer | 0.256 5.08 2.540 2.540 | 4.40 11.34

Table 1.1: [aspherical] The density, length, width, height, mass, and moment of inertia of five
aspherical grains. For computation of density and moment of inertia, the white, silver, and wood
grains are approximated as cylinders, while the brown grain is approximated as a block. The dimer
is composed of two polypropylene shells of thickness 0.14 cm.

random. A few of the grains are axisymmetric, like the dimer; however, they exhibit virtually no
rotation about the axis of continuous symmetry. While the spheres in previous sections roll without
slipping, here the aspherical grains must slide in order to translate or rotate.

We may characterize the motion of these grains in terms of the time dependence of their center-
of-mass position and their angular orientation. The former is deduced as per the spherical grains
from the center of brightness. The latter is deduced from second moments of the spatial brightness
distribution. Then we differentiate to measure both translational and rotational speed distributions.
None of the grains is chiral by design, since that would lead to steady whirling in one direction.
Nonetheless, some whirling can occur due to imperfections in shape. Therefore we measure both
the average angular spegd) as well as fluctuationéw about this average.

A summary of the results for all grains, individually fluidized, is shown in Fig. 1.8. The kurtosis
of the translational and rotational speed distributions is shown in the top plot. The results appear
statistically greater than 3, the gaussian result, except for the translational velocity components of
the dimer. The average kinetic energies are shown in the bottom plot. They too exhibit a violation
of the thermal analogy since the translational kinetic energy is greater than the rotational kinetic
energy. At this airspeed, the energy associated with whirfiag)? /2, is at least ten times smaller
than the energy of angular speed fluctuatiaig.w?) /2. Therefore shape imperfections are not
responsible for the breakdown of the thermal analogy.

To systematically explore the range of behavior for aspherical grains, we now vary the airflow
for just one shape. We choose the silver pill, for which the thermal analogy works best in Fig. 1.8.

Results for the average energy in each of the three kinetic degrees of freadofhy 2, m(vg)/Q,
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Figure 1.8: [AllShape] (a) Photographs of five aspherical grains; (b) the kurtosis of the speed

distributions, and (c) the average kinetic energies, for the two translational and the one rotational
degrees of freedom when these grains are individually fluidized. The airspeeds are 910 cm/s for
the three leftmost grains, and 750 cm/s for the two rightmost grains.
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Figure 1.9: [Silver] (a) The kurtosis of the speed distributions, and (b) the average kinetic energies,
for the two translational and the one rotational degrees of freedom for the silver grain in Fig. 1.8,
as a function of the fluidizing airspeed.

andI (0w?) /2, as well as the whirling energl{w)? /2, are shown in Fig. 1.9 along with the kurto-

sis of the distributions. Counter to intuition, and also counter to Eq. (1.2), the translational kinetic
energy is nearly constant while the rotational kinetic energy actually decreases with increasing air-
speed. As airspeed decreases, the kurtosis values decrease towards three and both the whirling and
rotational fluctuation energies approach the translational kinetic energies. Except for the whirling,

the motion is more nearly thermal at lower airspeeds.

The sequence of behavior in Fig. 1.9 correlates with the motion of the peapendicular
to the sieve, which cannot be captured by our usual video methods. At low airspeeds, the grain
is in physical contact with the sieve; translational motion thus requires sliding. At intermediate
airspeeds, the center of mass is raised somewhat and the grain chatters back and forth along its
length. This chattering becomes more prevalent as the airspeed increases. At the highest airspeeds,

the chattering motion continues but with the important difference that occasionally the grain scoots
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rapidly across the cell. This is somewhat reminiscent of the intermittent chasing observed for two
spheres of different size, and it too ruins the thermal analogy. Perpendicular motion is important for
the other aspherical grains, as well. At the given airspeeds in Fig. 1.8, the white and silver grains
both chatter steadily. The brown grain, wooden rod, and dimer all slide without chattering, like

the silver grain at low airspeeds. To fully characterize and understand the behavior of aspherical

grains, it would be necessary to measure their out-of-plane motion.

1.8 Conclusion

In summary we have explored four systematic perturbations to an experiment on nearly-levitated
spheres that was previously [63, 64] discovered to behave in perfect analogy to a thermal system.
Here we find that the statistical mechanical description is robust with respect to variation of both
the shape of the sample cell and with respect to the densities of the spheres. This adds to the grow-
ing list of driven out-of-equilibrium systems for which an effective temperature may be defined
and used in the usual statistical mechanical sense. However, we also find that the spheres must
have the same diameter or else the thermal analogy progressively breaks down as the size disparity
increases. Furthermore, the analogy is well-controlled only for spherical grains. It can work for
pill-shaped objects, but depends on out-of-plane motion that has not yet been well characterized.
We hope that the smooth, gradual breakdown as a function of diameter ratio will stimulate theo-
retical work. This could lead to a better general understanding of when the concepts and tools of

statistical mechanics can be invoked for driven far-from-equilibrium systems.
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Chapter 2

Approach to Jamming in an
Air-Fluidized Granular Bed

2.1 Abstract

Quasi-2D bidisperse amorphous systems of steel beads are fluidized by a uniform upflow of air, so
that the beads roll on a horizontal plane. The short-time ballistic motion of the beads is stochas-
tic, with non-Gaussian speed distributions and with different average kinetic energies for the two
species. The approach to jamming is studied as a function of increasing bead area fraction and also
as a function of decreasing air speed. The structure of the system is measured in terms of both the
Voronoi tessellation and the pair distribution function. The dynamics of the system is measured
in terms of both displacement statistics and the density of vibrational states. These quantities all
exhibit tell-tale features as the dynamics become more constrained closer to jamming. Though the
system is driven and athermal, the behavior is remarkably reminiscent of that in dense colloidal

suspensions and supercooled liquids.

2.2 Introduction

One of the grand challenges in physics today is to understand non-equilibrium systems, which
evolve with time or remain in a steady state by injection of energy. The concept of jamming

is helping to unify such seemingly disparate non-equilibrium systems as supercooled liquids and
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dense collections of droplets, bubbles, colloidal particles, grains, and traffic [13,49,50]. In all cases,
the individual units can be jammed — stuck essentially forever in a single packing configuration —
by either lowering the temperature, increasing the density, or decreasing the driving. But what
changes occur in the structure and dynamics that signal the approach to jamming? Which features
are generic, and which depend on details of the system or details of the drixipg@8ri all non-
equilibrium systems are different and all details should matter; therefore, the ultimate utility and

universality of the jamming concept is not at all obvious.

Granular materials have a myriad of occurrences and applications, and are being widely studied
as idealized non-thermal systems that can be unjammed by external forcing [22, 40, 59]. Injection
of energy at a boundary, either by shaking or shearing, can induce structural rearrangements and
cause the grains to explore different packing configurations; however, the microscopic grain-scale
response is not usually homogeneous in space or time. This can result in fascinating phenomena
such as pattern formation, compaction, shear banding, and avalanching, which have been explained
by a growing set of theoretical models with disjoint underlying assumptions and ranges of applica-
bility. To isolate and identify the universally generic features of jamming behavior it would be help-
ful to explore other driving mechanisms, where the energy injection is homogeneous in space and
time. One approach is gravity-driven flow in a vertical hopper of constant cross-section, where flow
speed is set by bottom opening. Diffusing-wave spectroscopy and video imaging, combined [56],
reveal that the dynamics are ballistic at short times, diffusive at long times, and subdiffusive at
intermediate times when the grains are ‘trapped’ in a cage of nearest neighbors. Such a sequence
of dynamics is familiar from thermal systems of glassy liquids and dense colloids [50]. Another
approach is high-frequency vertical vibration of a horizontal granular monolayer. For dilute grains,
this is found to give Gaussian velocity statistics, in analogy with thermal systems [6]. For dense
monodisperse grains, this is found to give melting and crystallization behavior also in analogy with

thermal systems [66, 75].

In this paper, we explore the universality of the jamming concept by experimental study of
disordered granular monolayers. To achieve homogeneous energy injection we employ a novel
approach in which grain motion is excited by a uniform upflow of air. For dilute grains, the
shedding of turbulent wakes was found earlier to cause stochastic motion that could be described

by a Langevin equation respecting the Fluctuation-Dissipation Theorem, in analogy with thermal
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systems [1, 63, 64]. Now we extend this approach to dense collections of grains. To prevent
crystallized domains, and hence to enforce homogeneous disorder, we use a bidisperse mixture of
two grain sizes. The extent of grain motion is gradually suppressed, and the jamming transition is
thus approached, by both raising the packing fraction and by decreasing the grain speeds in such
as way as to approach Point-J [60, 61] in the jamming phase diagram. For a given state of the
system, we thoroughly characterize both structure and dynamics using a broad set of statistical
measures familiar from study of molecular liquids and colloidal suspensions. In addition to such
usual quantities as coordination number, pair-distribution function, mean-squared displacement,
and density of states, we also use more novel tools such as a shape factor for the Voronoi cells and
the kurtosis of the displacement distribution. We shall show that the microscopic behavior is not in
perfect analogy with thermal systems. Rather, the two grain species have different average kinetic
energies, and their speed distributions are not Gaussian. Nevertheless, the systematic change in
behavior on approach to jamming is found to be in good analogy with thermal systems such as
supercooled liquids and dense colloidal suspensions. Our findings support the universality of the
jamming concept, and give insight as to which aspects of granular behavior are generic and which

are due to details of energy injection.

2.3 Methods

The primary granular system under investigation consists of a 1:1 bidisperse mixture of chrome-
coated steel ball-bearings with diameterslpf= 11/32 inch = 0.873 cm andd; = 1/4 inch =

0.635 cm; the diameter ratio is 1.375; the masses are 2.72 g and 1.05 g, respectively. These beads
roll on a circular horizontal sieve, which is 6.97 inches in diameter and k&8 am mesh size.

The packing fraction, equal to the fraction of projected area occupied by the entire collection of
beads, is varied across the rarigé’7 < ¢ < 0.826 by taking the total number of beads across

the range62 < N < 444.

The motion of the beads is excited by a vertical upflow of air through the mesh at fixed super-
ficial speed50 + 10 cm/s. This is the volume per time of air flow, divided by sieve area; the air

speed between the beads is greater according to the valiieTdfe air speed is large enough to
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drive stochastic bead motion by turbulen& (=~ 10%), but is small enough that the beads main-
tain contact with the sieve and roll without slipping. The uniformity of the airflow is achieved by

mounting the sieve atoplab x 1.5 x 4 ft3 windbox, and is monitored by hot-wire anemometer.

The system of beads is illuminated by six 100 W incandescent bulbs, arrayed in a 1 ft diameter
ring located 3 ft above the sieve. Specularly reflected light from the very top of each bead is imaged
by a digital CCD camera, Pulnix 6710, placed at the center of the illumination ring. The sensing
element consists of 844 x 484 array of10 x 10 um? square pixels, 8 bits deep. Images are
captured at a frame rate of 120 Hz, converted to binary, and streamed to hard-disk as AVI movies
using the lossless Microsoft RLE codec. Run durations are 20 minutes. The threshold level for
binary conversion is chosen so that each beads appears as a small blob about 9 and 18 pixels in
area for the small and large beads, respectively. Note that the spot size is smaller than the bead
size, which aids in species identification and ensures that colliding beads appear well-separated.
The minimum resolvable bead displacement, below which there is a fixed pattern of illuminated

pixels within a blob, is about 0.1 pixels.

The AVI movies are post-processed using custom LabVIEW routines, as follows, to deduce
bead locations and speeds. For each frame, each bead is first identified as a contiguous blob of
bright pixels. Bead locations are then deduced from the average position of the associated illumi-
nated pixels. Individual beads are then tracked uniquely vs time, knowing that the displacement
between successive frames is always less than a bead diameter. Finally, positions are refined and
velocities are deduced by fitting position vs time data to a cubic polynomial. The fitting win-
dow is+5 points, defined by Gaussian weighting that nearly vanishes at the edges; this choice of
weighting helps ensure continuity of the derivatives. The rms deviation of the raw data from the
polynomial fits is 0.0035 cm, which corresponds to 0.085 pixels — close to the minimum resolv-
able bead displacement. The accuracy of the fitted position is smaller according to the number of
points in the fitting window: about 0.0035 ¢ = 0.0016 cm. This and the frame rate give an
estimate of speed accuracy as 0.2 cm/s. An alternative analysis approach is to run the time-trace
data through a low pass filter using Fourier methods. We find very similar results to the weighted
polynomial fits for a range of cut-off frequencies, as long as the rms difference between raw and
filtered data is between about 0.1 and 0.3 pixels. While there is no significant difference in the plots

presented below, we slightly prefer the polynomial fit approach based on qualitative inspection — it
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is much slower but appears better at hitting the peaks without giving spurious oscillations.

2.4 General

For orientation, Fig. 2.1a shows representative configurations for two area fragtiends.7%

and¢ = 80.9%. To mimic an actual photograph, a disk with the same diameter as the bead
has been centered over each bead’s position, with a darker shade for the big beads. Note that
the configurations are disordered, and that the two bead species are distributed evenly across the
system. With time, due to the upflow of air, the beads move about and explore different structural
configurations. Over the duration of a twenty minute run, at our lowest packing fractions, each
bead has time to sample the entire cell several times over. The beads never crystalize or segregate
according to size. Thus, the system appears to be both stationary and ergodic. However, the beads
tend to idle for a while if they come in contact with the boundary of the sieve. Therefore, care is

taken to prevent the contamination of bulk behavior by boundary beads.

In the next sections we quantify first structure and then dynamics, and how they both change
with increasing packing fraction on approach to jamming. A two-dimensional random close pack-
ing of bidisperse hard disks can occupy a range of area fractions less than about 84%, depending
on diameter ratio and system size [61, 87]. We find the random close packing of our system of
bidisperse beads to be at an area fractiop.of 0.83. If we add more beads, in attempt to exceed
this value, then there is not enough room for all beads to lie in contact with the sieve — some are
held up into the third dimension by enduring contact with beads in the plane. So we expect the
jamming transition to be at or belog. = 0.83 depending on the strength and range of bead-bead
interactions. Earlier, we found that the upflow of air creates a repulsion between two isolated beads
that can extend to many bead diameters [63]. Nevertheless, we shall show here that our system re-
mains unjammed all the way up & and that it develops several tell-tale signatures on approach

jamming.
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48.7% 80.9%

Figure 2.1: [VT](a) Example configurations for area fractiens 48.7% and¢ = 80.9%, with the
big beads colored darker than the small beads. (b-c) Voronoi tessellations for these configurations
with cells shaded darker for increasing coordination number and circularity, respectively.
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Figure 2.2: [PZ] (a) Contour plot of the coordination number distribution; red is for large proba-
bility density and blue is for small. The dashed white line indicates 0.74. (b) Coordination
number distributions for three area fractions, as labeled.
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2.5 Structure

2.5.1 Coordination Number

Perhaps the simplest structural quantity is the coordination nufpegual to the number of near-

est neighbors for each bead. This can be most conveniently measured by constructing a Voronoi
tessellation, which is dual to the position representation, and by counting the number of sides of

each polygonal Voronoi cell. Examples are shown in Fig. 2.1b for the same configurations shown

in Fig. 2.1a. Here the Voronoi cells are shaded darker for greater numbers of sides. The coor-

dination number ranges between 3 and 9, but by far the most common numbers are 5, 6, and 7
irrespective of area fraction. It seems that 5- and 7-sided cells appear together, and that 6-sided
cells sometimes appear in small compact clusters.

The distributionP(Z) of coordination numbers, and trends vs area fraction, are displayed in
Fig. 2.2. The results are obtained by averaging over all times and over all beads away from the
boundary. The bottom plot shows actual distributions for three area fractions, two of which are
the same as in Fig. 2.1. The main effect of increasing the area fraction is to increase the fraction
of 7-sided cells at the expense of all others, until essentially only 5-6-7 sided cells remain. This
trend is more clearly displayed in a contour plot, Fig. 2.2a, where the valiré 6f is indicated
by color as a function of botl and area fractiop. For area fractions above about 74%, indicated
by a dashed white line, the 4-, 8-, and 9-sided cells have essentially disappeared. This effect is
rather subtle, owing to the discrete nature of the coordination number. Six-sided cells are always

the most plentiful; their abundance gently peaks near 74%.

2.5.2 Circularity

A more dramatic measure of structural change upon approach to jamming is found by consider-
ing the shapesof the Voronoi cells. One choice for a dimensionless measure of deviation from
circularity is

¢ = P?/(4nA), (2.1)

where P is the cell perimeter andl is the cell area. This quantity was recently used to study
crystallization of two-dimensional systems, both in simulation [57] and experiment [75]. By con-

struction{ equals one for a perfect circle, and is higher for more rough or oblong shapes; for a
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Figure 2.3: [PC] (a) Contour plot of the non-circularity shape factor distributions for the Voronoi
tessellation polygons. Beyond abaut/; (dashed white line) a well formed second peak develops
and the distribution doesn’t change much. (b) Shape factor distributions for a sequence of area
fractions; the thick green curve is fgr = 74.4%. The labels 7, 6, 5, and 4 show the minimum

shape factors for polygons with that number of sides.
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Figure 2.4: [PCz] Non-circularity shape factor distributions for the Voronoi tessellation polygons
for (a) ¢ = 48.7% and (b)¢ = 80.9%. Thick black curves are the actual distributions, and the thin
colored curves are the contributions from cells with different numbers of sides, as labeled.

regularZ-sided polygon it is
¢z = (Z/7)tan(n/Z), (2.2)

which sets a lower bound for otheéf-sided polygons. As an example in Fig. 2.1c the Voronoi
cells are shaded darker for more circular shapes, i.e. for those with smaller non-circularity shape
factors. Since€; decreases with increasirfy it may be expected that the shape factor is related

to coordination number. The advantage is that a continuous variable whilg is discrete.

Shape factor distributiong?(¢), and the way they change with increasing area fraction, are
displayed in Fig. 2.3b. These are obtained by constructing Voronoi tessellations, and averaging
over all times and over all beads. At low area fractioR$¢) exhibits a single broad peak. At
higher area fractions, this peaks moves to logeire. to more circular domains, and eventually

bifurcatesinto two sharper peaks. This trend can be seen, too, in the contour plot of Fig. 2.3a where
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color indicates the value dP(¢) as a function of both non-circularityand area fractiog. This

plot shows that the double peak becomes essentially completely developed areund4. This

is the same area fraction singled out by a subtle change in the coordination number distribution.
Thus the shape factor and its distribution are useful for tracking the change in structure as a liquid-
like system approaches a disordered jammed state.

The origin of the double peak in the shape factor distributitg) can be understood by
considering the contributionB,(¢) made by cells with different coordination numbers. These
contributions are defined such tha(¢) = >~% . P,({) andP(Z) = fCOZO Pz(¢)d¢; in particular,
cells with coordination numbeZ contribute a sub-distributio®z(¢) which must vanish fog <
(7 according to Eq. (2.2) and which subtends an area equal to the coordination number probability.
As an example, the shape factor distribution is shown along with the individual contributions in
Fig. 2.4. At low area fractions, in the top plot, the broad peal(q) is seen to be composed
primarily of overlapping broad contributions from 5-, 6-, and 7-sided cells. At high area fractions,
in the bottom plot, the double peak i(¢) is seen to be caused by 5-sided cells for the right peak
and by overlapping contributions of 6- and 7-sided cells for the left peak. At these higher area
fractions, the individual contribution8(¢{) are more narrow and rise more sharply from zero for
¢ > (z. In other words, the Voronoi cells all become more circular at higher packing fractions.
Due to disorder, there is a limit to the degree of circularity that cannot be exceeded and so the
changes in the circularity distribution eventually saturate. For our system this happens around

¢ = 0.74, which is well below random close packingdat= 0.83.

2.5.3 Radial Distribution

We now present one last measure of structure that is commonly used in amorphous systems: the
radial or pair distribution functiog(r). This quantity relates to the probability of finding another
bead at distanceaway from a given bead. For larggit is normalized to approach one —indicating

that the system is homogeneous at long length scales. Forisméalard-sphere systems like ours,

it vanishes for- less than the sum of bead radii. Since we have two species of beads, big and small,
there are four different distributions to consider: between any two beads, between only big beads,
between big and small beads, and between only small beads.

Data for all four radial distribution functions are collected in Fig. 2.5. As usual, these data
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Figure 2.5: [GrC] The radial distribution function computed between (a,e) all beads; (b,f) big
beads; (c,g) small and big beads; and (d,h) small beads. The top row shows contour plots, where
blue is for largeg and red is for small; the dashed white line represents 0.74. The bottom

row shows data curves for different area fractions; the thick green curves ase=fdr.744. The

grayed region represents the distance excluded by hard-core contadgderthan the sund;; of

radii.
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were obtained by averaging over all times and over all beads away from the boundary. The bottom
row shows functions plotted vsfor different area fractions, while the top row shows contour plots
where color indicates the value 9fr) as a function bothr and area fraction; radial distance is
scaled by the sum of bead radjj;. All four radial distribution functions display a global peak at

hard core contact;/d;; = 1. For increasing area fractions, these peaks become higher and more
narrow, while oscillations develop that extend to largeAlso, nearr/d;; = 2 there develops a
second peak that grows and then bifurcates into two separate peaks. Both the growth of the peak
atr/d;; = 1, relative to the deepest minimum, and the splitting of the peakmehy = 2 have

been taken as structural signatures of the glass transition [12, 79, 95]. For our system the split
second peak becomes fully developed for area fractions greater thanpabdut4, the same area

fraction noted above with regards to changes in the Voronoi tessellations.

2.5.4 Summary

Well-defined features develop in several structural quantities as the area fraction increases. The
most subtle is an increase in the number of 7-sided Voronoi cells at the expense of all other coordi-
nation numbers, and the disappearance of nearly all 4- and 9-sized cells. The most obvious are the
splitting of peaks in the shape factor distribution and the radial distribution functions. These key
guantities are extracted from our full data sets and are displayed vs area frattibig. 2.6. The

top plot shows the fractio#(Z) of Voronoi cells withZ sides, for several coordination numbers;

the middle plot shows peak and valley values of the probability de#Xigy for Voronoi cells with

shape factoc; the bottom plot shows peak and valley values of the pair distribution fungtion

for small beads. These three plots give a consistent picturgthad.74 is the characteristic area

fraction for structural change.

2.6 Dynamics

2.6.1 Data

For the remainder of the paper we focus on bead motion, and how it changes in response to the
structural changes found above an area fractioid8f. The primary quantity we measure and

analyze is the mean-squared displacement (MSD) that the beads experience over a time interval
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Figure 2.7: [msd] (a-b) Mean-squared displacement, and (c-d) kurtosis of displacement probability
distribution, all as a function of delay time. The left-hand plots are for the big beads and the right-
hand plots are for the small beads. Area fraction color codes for the all plots are labeled in (c-d);
the thick green curve is fop = 74.4%. Note that the mean-squared displacement saturates at
the square of the sample cell radius. The squares of bead diametef§ are).76 cm? and

d? = 0.40 cm?. The square of the position resolution#50016 cm)? = 3 x 107¢ cm?.

7 (Ar?(1)) vs 7. The MSD is readily measured directly from time- and ensemble averages of
the position vs time data; it can also be computed efficiently from position autocorrelation data
using Fourier methods. Results are shown in Figs. 2.7a-b for the big and small beads, separately.
At short times, the bead motion is ballistic and characterized by a mean-squared speed according
to (Ar?(1)) = (v?)72. Our frame rate is 120 Hz, corresponding to a shortest delay time of

7 = 0.0083 s, which is fast enough that we are able to observe ballistic motion over about one
decade in time for all area fractions. At long times, the bead motion is diffusive and characterized
by a diffusion coefficient according teAr2(7)) = 4D7. Our run durations are 20 minutes,
corresponding to a longest delay timeof= 1200 s, which are long enough for the beads to
explore the entire system several times at the lowest area fractions. The crossover from ballistic to
diffusive regimes becomes progressively slower as the area fraction increases. Our run durations
are long enough to fully capture the diffusive regime at all but the highest area fractions. Thus
our full position vs time dataset, for all beads and area fractions, should suffice for a complete and

systematic study of changes in dynamics as jamming is approached.
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The MSD has long been used to characterize complex dynamics. In simple systems there is
a single characteristic time scale given by the crossover from ballistic to diffusive regimes. In
supercooled or glassy systems, the crossover is much more gradual and there are two characteristic
time scales. The shortest, called ti#erelaxation time, is given by the end of the ballistic regime.
The longest, called then' relaxation time, is given by the beginning of the diffusive regime.
At greater degrees of supercooling in glass-forming liquids, and at greater packing fractions in
colloidal suspensions, therelaxation time increases and a corresponding plateau develops in the
MSD. As seen in our MSD data of Figs. 2.7a-b, this same familiar sequence of changes occurs in
our system as well. The greater the delay in the onset of diffusive motion, the more ‘supercooled’
is our system and the closer it is to being jammed — where each bead has a fixed set of neighbors

that never changes.

Another similarity between the dynamics in our system and thermal systems can be seen by
examining the kurtosis of the displacement distribution. For a given delay time, there is a distri-
bution P(Ax) of displacements. By symmetry the average displacement and other odd moments
must all vanish. The second moment is the most important; it is the MSD already discussed. If the
distribution is Gaussian, a.k.a. normal, then all other even moments can be deduced from the value
of the MSD. For example the ‘kurtosis’ is the fourth moment scaled by the square of the MSD
and with the Gaussian prediction subtracted; by construction it equals zero for a Gaussian distrib-
ution, and otherwise is a dimensionless measure of deviation from ‘normality’. The kurtosis of the
displacement distribution has been used in computer simulation of liquids, both simple [72] and
supercooled [38, 44, 85], as well as in scattering [88] and imaging experiments of dense colloidal
suspensions [41,42,54,91]. These works consider a quantiéyual tol/3 of the kurtosis, and
find that the displacement distribution is Gaussian in ballistic and diffusive regimes, but becomes
non-Gaussian with a peak in the kurtosis at intermediate times. We computed the kurtosis of the
displacement distribution for our system, with results displayed vs delay time in Figs. 2.7c-d for
many area fractions. As in thermal systems, our kurtosis results display a peak at intermediate
times and becomes progressively more Gaussian at late times. Furthermore, the peak increases

dramatically once the area fraction rises above about 74%, particularly for the large beads.

The kurtosis data in Figs. 2.7c-d do not vanish at short times, by contrast with thermal systems.

Instead, we find that the kurtosis decreases to the left of the peak and saturates at a nonzero constant
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Figure 2.8: [Df] Density of vibrational states of frequengyfor various packing fractions; the
thick green curve is fop = 74.4%.

upon entering the ballistic regime. At these short times, the displacement distribution has the same
shape as the velocity distribution singer = v, 7. Indeed our velocity distributions are non-
Gaussian with the same kurtosis as the short-time displacement distributions. This reflects the
non-thermal, far-from-equilibrium, driven nature of our air-fluidized system. Another difference
from thermal behavior, as we’'ll show in the next subsection, is that the two bead species have
different average kinetic energies — which is forbidden by equipartition for a thermal systems.
While the second and fourth moments of the displacement distributions capture many aspects
of bead motion, another dynamical quantity has been considered recgmiily 96, 97]: the den-
sity (D(f)) of vibrational states of frequency. At high frequencies, the behavior ¢D(f))
reflects the short time ballistic nature of bead motion. At low frequencies, the behavibt pHf)
reflects on slow collective relaxations. If the system is unjammed, there will be zero-frequency
translational relaxation modes with relative abundance set by the val{i2(0j). If the system
is fully jammed, by contrast, there can be no zero-frequency modes and {f2fite must van-
ishes for decreasing. Thus the form and the limit of D(f)) at low frequencies give a sensitive
dynamical signature of the approach to jamming. This shall be our focus, while by contrast in
Refs. [61, 78, 96, 97] the focus was on the behavior of low frequency modes above close packing
on approach teinjamming.
The density of states may be computed from the velocity time tragés, for all beads

i [21]. The mass-weighted ensemble average of time-averaged velocity autocorretations;
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Y omi(vi(t)-vi(t+7))/ > m;, is the key intermediate quantity; its Fourier transformv{g’) and

has units of crivs. The final step is to compute the modulus,

(D) = Vw(f)w(f). (2.3)

The angle-brackets in this notation are a reminder that this is an ensemble average of single-grain
guantities. By construction, the integral of Eq. (2.3) over all frequencies is equal to the mass-
weighted mean-squared speed of the beads. While Eq. (2.3) appears to be a purely mathematical
manipulation, the identification of the right-hand side with the density of states requires that modes
be populated according to the valuekif; hence, for non-thermal systems like ours, the result

is an effective density of states that only approximates the true density of states. Whatever the
accuracy of this identification, both the expression(fo(f)) in Eq. (2.3) and the mean-squared
displacement may be computed from velocity autocorrelations, and thus do not embody different
physics; rather, they give complementary ways of looking at the same phenomena and serve to
emphasize different features.

The effective density of vibrational states for our system of air-fluidized beads is shown in
Fig. 2.8, with separate curves for different area fractions. Atdatlvere are many low frequency
modes andD(f)) is nearly constant until dropping off at high frequencies. At highethe
number of low frequency modes gradually decreas@X;f)) is still constant at lowf, but it
increases to a peak before dropping off at hfghEven at the highest area fractio®(f)) is

nonzero at the smallest frequencies observed, as given by the reciprocal of the run duration.

2.6.2 Short and Long-time Dynamics

The quantities that specify the ballistic and diffusive motion at short and long times, respectively,
are the mean-squared speeds and the diffusion coefficients. These may be deduced from the mean-
squared displacement data, separately for each bead. We now examine trends in these dynamical
guantities as a function of area fraction.

We begin with the mean-squared speed. To highlight the contrast with a thermal system, we
convert it to a mean kinetic energy and plot the results in Figs. 2.9a-b for the big and small beads,
respectively. We show a small point for each individual bead, as well as a larger symbol for

the ensemble average of these values. The average kinetic energies appear to decrease nearly
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Figure 2.9: [KKr] (a-b) Kinetic energy vs area fraction for big and small beads, respectively. The
time-average for each bead is shown by a small dot; the ensemble average over all beads is shown
by +. (c) The kinetic energy ratio of small-to-big beads. The lidg/d;)? shows where beads

move with the same mean-squared velocity. Insets show the same quantities on a logarithmic scale.
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linearly towards zero as the area fraction is raised towards random close packing. The scatter in the
points is roughly constant, independentofand reflects the statistical uncertainty in our velocity
measurements. There is no evidence of nonergodicity or inhomogeneity in energy injection by our
air-fluidization apparatus; namely, all the beads of a given species have the same average kinetic
energy to within measurement uncertainty. Beyond alkypout 0.81 the uncertainty becomes
comparable to the mean, as set by our speed resolution, and we can no longer readily discern the
average kinetic energies. This may be more evident in the insets, which show kinetic energies on a

logarithmic scale.

Note that the big and small beads have different average kinetic energies. Equipartition is thus
violated for our athermal, driven system. This is highlighted in Fig. 2.9c, which shows the kinetic
energy ratio of small to large beads. This ratio is roughly constant at about 0.6 for the lowest area
fractions. It decreases gradually for increasinat first gradually and then more rapidly beyond
about¢ = 0.78. There is no obvious feature at= 0.74, where structural quantities changed
noticeably. Interestingly, however, the kinetic energy ratio appears to head toward the cube of
the bead diameter ratio on approach to random close packing. This means that the mean-squared
speeds are approaching the same value, perhaps indicating that only extremely collective motion is
possible very close to jamming. In order for one bead to move, the neighboring bead in the path of
motion must move with the same speed. This seems a natural geometrical consequence of nearly

close packing, but would be a violation of equipartition in a thermal system.

Turning now to late-time behavior, we display diffusion coefficients vs area fraction in Figs. 2.10a-
b, for big and small beads respectively. As in Fig. 2.9, a small dot is shown for each individual
bead and a larger symbol is shown for the ensemble average of these results. The average diffusion
coefficients appear to decrease linearly with increasing area fraction, starting at thefloest
there is considerable scatter in the data, reflecting a level of uncertainty set by run duration. Linear
fits of diffusion coefficient vs area fraction in this regime extrapolate to zero at the special value
¢ = 0.74. However, just before reaching this area fraction, the data fall below the fit. As shown
on a logarithmic scale in the insets, the diffusion coefficients are nonzero and continue to decrease
with increasingp. Beyond about) = 0.81 the system becomes non-ergodic over the duration of

our measurements. Namely, some beads remain stuck in the same nearest neighbor configurations
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Figure 2.10: [D] (a-b) Diffusion coefficient vs area fraction for big and small beads, respectively.
The time-average for each bead is shown by a small dot; the ensemble average over all beads
is shown by+. (c) The diffusion coefficient ratio of small-to-big beads. Insets show the same
guantities on a logarithmic scale.
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while others have broken out. Indeed, at these high area fractions the MSDs in Fig. 2.7 grow sub-
linearly at the latest observed times. To obtain reliable diffusion coefficient data in this regime

would require vastly longer run durations.

2.6.3 Timescales

Lastly we focus on characterizing several special times that serve to demarcate the short-time
ballistic and the long-time diffusive regimes seen in the displacement statistics data. The time
scale-dependent nature of the dynamics, which is obvious in the MSD or the density of states, is
also obvious in real-time observations or in AVI movie data. For high area fractions, the bead
configuration appears immutable at first; the beads collide repeatedly with an apparently-fixed set
of neighbors that cage them in. Only with patience, after hundreds or thousands of collisions, can
the beads be observed to break out of their cages, change neighbors, and begin to diffuse throughout
the system.

To measure unambiguously the characteristic timescales, we consider the slope of the mean-
squared displacement as seen on a log-log plot:

B 81n[<A1"2(T)>].

A7) = BT (2.4)

An example for one of the higher area fractions is shown in Fig. 2.11a. At the shortest delay times,
when the motion is perfectly ballistic, this slope is 2; at the longest delay times, when the motion
is perfectly diffusive, this slope is 1. For high area fractions, such as shown, there is a subdiffusive
regime withA < 1 at intermediate times; this is when a typical bead appears by eye to be stuck in
a cage, rattling against a fixed set of neighbors. For low area fractions, not shown, there is no such
‘caging’ and\ decreases monotonically from 2 to 1.

Several natural time scales can now be defined with uséofvs r data. The shortest is the
delay timer, at which the logarithmic slope falls t8(7,) = 1.5. This demarcates the ballistic
regime, below which the bead velocity is essentially constant. At high area fractipisa
typical mean-free time between successive collisions; at low area fractjpitss also the time
for crossover to diffusive motion. The other time scales that we define all refer to the subdiffusive,
caging dynamics at high area fractions. The most obvious is the delay:timat which A(7yin)

is minimum; this corresponds to an inflection in the MSD on a log-log plot. Belgwy most
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Figure 2.11: [Inflects] (a) Logarithmic derivative of the mean-squared displacement vs delay

time, for big beads at area fractian= 80%. Four special time scales can be defined from such

data, as depictedy where\ = 1.5, iy Where is minimum, andr. andr,. where\ is halfway

between 1 and its minimum. (b) Density of state, for big beads-at80%, marked with the four

special timescales. (c) Contour plot of the logarithmic derivative for the big beads, where color
indicates the value of, as a function of both area fraction and delay time. Red is slope two and
blue is slope zero; caged dynamics are when the mean-squared displacement has a slope less than
one, which is aqua-blue. The four special times defined by the behavigasfwell as a fifth time

7* at which the displacement kurtosis is maximal, are superposed on the contour plot; symbol key

is given in the legend.
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beads remain within a fixed cage of neighbors. The last two special times specify the interval when
the motion is subdiffusive, with a logarithmic slope falling in the range below 1 and above its
minimum. The smaller is the delay timgat which the logarithmic slope decreases half-way from

1 down towards its minimumA(7.) = [1 4+ A(7min)]/2. This is the time at which the beads have
explored enough of their immediate environment to ‘realize’ they are trapped at least temporarily
within a fixed cage of neighbors; it is longer, and distinct from, the mean-free collision time. The
longest special time scale is the delay timeat which the logarithmic slope increases half-way
from its minimum up towards 1I\(7;.) = [1+ A(7min)]/2. This is the time beyond which the beads

rearrange and break out of their cages; it demarcates the onset of fully diffusive motion.

Before continuing, we note that these four special times also correspond to features in the
density of states. As shown in Fig. 2.11b, the density of states drops to zero precipitously for
frequencies above/ 7, the reciprocal of the ballistic- or collision mean-free time. The density of
states reaches a peakldt, corresponding to the time that beads ‘realize’ they are stuck at least
temporarily within a cage. For lower frequencies, the logarithmic derivativ@®¢f)) vs f has an
inflection at roughlyl /m,i,. And at the lowest frequencie€D(f)) approaches a constant value
below about /7. Thus we could have analyzed all data in termgff)); however we prefer to

work with the mean-squared displacement since it does not involve numerical differentiation.

Results for the special timescales are collected in Fig. 2.11 as a function of area fraction. Actual
data points are superposed on top of a contour plot of the logarithmic derivative, where color [on-
line] fans through the rainbow according to the value\ofred for ballistic, green for diffusive,
and blue for subdiffusive. With increasirg the ballistic time scale decreases steadily by a factor
of nearly ten as close as we can approach random close packing. Note that with our definition of
T, these data points lie near the center of the yellow band demarcating the end of the red ballistic
regime. Belowp = 0.65 the motion is never subdiffusive, anglis the only important time scale.

Right at¢ = 0.65 the motion is only barely subdiffusive, for a brief moment, so that all three
associated times scales nearly coincide. Abpve 0.74 the caging is sufficiently strong that the

time scale for rearrangementis ten times longer than the time scaldor ‘realization’ that there

is caging. At progressively higher area fractions this separation in time scales grows ever stronger.
On approach to jamming at random close packing, the cage realization time decreases towards a

nonzero constant, while the cage break-up or rearrangementtimereases rapidly towards our
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run duration and appears to be diverging.

Note that the two time scalesandr, capture the subdiffusive caging dynamics better than just
the delay timer,,;, at which the logarithmic derivative is minimum and the motion is maximally
subdiffusive. One reason is that;, is difficult to locate for extremely subdiffusive motion, where
there is a wide plateau in the MSD and hence whei® nearly zero over a wide range of delay
times. This difficulty can be seen in both Fig. 2.11a, whememains close to its minimum for
over two decades in delay time, as well as in Fig. 2.11c above abeut0.8, wherer,,;, data
jump randomly between about 2 s and ab®ut The other reason is that,;, does not appear
to be either a linear or geometric average of the cage ‘realization’ and breakup times. Rather, the
shape of\(7) vsin(7) is asymmetric, with a minimum closer to the cage ‘realization’ time. Thus
it is useful to know the two times. andr,. that together specify the subdiffusive dipXifr) below

one, just as it is useful to know the full-width half-max of a spectrum of unspecified shape.

Note too thatr. and 7, are distinct from the time* at which the kurtosis is at maximum.
Results forr* are extracted from our kurtosis data, and are displayed as open squares along with
other characteristic times in Fig. 2.11. At low area fractions, even when there is no subdiffusive
regime, the kurtosis exhibits a maximum at delay timéhat is several times the ballistic / collision
time 7,. With increasing area fraction;” decreases. Once a subdiffusive regime appears, the value
of 7* is close to the time,. at which grains ‘realize’ they are stuck in a cage. Data in Fig. 2.11 for
both 7. andr* decrease with increasing area fractighpn approach to jamming, while the time
7, signalling the end of the subdiffusive regime appears to grow without bound. The decrease of
7* with ¢ agrees with previous observations on colloids [42, 54, 91], but contrasts with statements
thatT* corresponds to the cage-breakautelaxation time beyond which the motion is diffusive.

To emphasize, we find that the tail of the displacement distribution is largest relative to a Gaussian,
and hence that the kurstosis is maximal, athlibginningof the subdiffusive regime. At that time

most beads have been turned back by collision, but a few prolific beads move at ballistic speed
roughly one diameter — which is long compared to the rms displacement. This observation is not
an artifact of limited spatial or temporal resolution or of limited packing fraction range, which are
all notably better than in previous experiments. It is also not an artifact of our analysis method;

indeed, if we filter too strongly then the kurtosis peak shifts to later times.
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2.6.4 Jamming Phase Diagram

Before closing we now summarize our structure and dynamics observations and place them in the
context of the jamming phase diagram. By adding more beads to our system at fixed air speed,
we control the approach to jamming two ways. First, most obviously, the area fraction increases
towards random close packing @ = 0.83. Second, the average kinetic energy of the beads
decreases — roughly linearly withaccording to the kinetic energy data shown in Fig. 2.9. Both
aspects are captured by the trajectory on a jamming phase diagram plot of kinetic energy vs area
fraction. To get a single dimensionless measure of kinetic energy, we divide the mass-weighted
average kinetic energy of the beads by a characteristic gravitational energy given by average ball
weight times diameter; the result is denoted as a scaled effective tempéeFdtungd). This
scaling reflects the natural energy for air-mediated interactions in a gas-fluidized system. The
particular?’/(mgd) vs ¢ trajectory followed by our experiments is shown by open symbols in
Fig. 2.12. Itis a diagonal line that terminateat= 0, ¢ = ¢.}, which is the special point in the
jamming phase diagram known as ‘Poifitf60, 61]. On approach to Poinf-our system remains
unjammed, but develops tell-tale features in the Voronoi tessellations and in the mean-squared
displacement indicating that jamming is near. In particular the structural changes saturate, and the
ratio 7. /7. of cage breakup to ‘realization’ times exceeds ten, for points along the trajectory closer
to Point-J than{T/(mgd) = 0.007, ¢ = 0.74}; we then say the system is ‘pre-jammed’. In this
pre-jammed region, we did not observe any signs of aging; the structure and dynamics change from
that of a simple liquid but do not appear to evolve with time.

An extended region of ‘pre-jammed’ behavior must exist near Péj@tad can be mapped out
by changing the experimental conditions. The simplest variation is to examine vertical trajectories,
at fixed ¢ for the same system of steel beads, where the effective temperature is changed by the
speed of the upflowing air. We did this for several different area fractions, locating the special
effective temperatures below which the system becomes pre-jammed. Furthermore, to better test
the universality of our phase diagram and the choice of energy scaling, we examined two other
1:1 bidisperse mixtures of spheres. This includes several constaajectories for large hollow
polypropylene spheres with diameters of 1-1/8 and 1-3/8 inches, and one constant air speed trajec-
tory for very small steel spheres with diameters of 5/32 and 1/8 inches. The resulting trajectories

and pre-jamming boundary points are shown in Fig. 2.12 as dashed lines and symbols, respectively.

46



~ unjammed

’

T/mgd

_ pre-jammed

®-l"
.Il...'.l:... I\%

L L
8 063 068 073 078 0.83

A

'-. —mmmmgm==—==0
L ' /

Figure 2.12: [PointJ] The zero-stress plane of the jamming phase diagram showing our trajectories
in phase space. The primary trajectory, which corresponds to sequences shown in all previous plots,
is given by the diagonal dashed purple curve and open circles that intersects the “pre-jammed”
boundary atf4% and that ends at Point ¢ ~ 0.83,7 = 0}. The grayed region is forbidden

for impenetrable beads. The solid circles, triangles, and square denote measurements of the phase
boundary for large hollow polypropylene beads, solid steel beads, and tiny solid steel beads, as
shown in the images. Each boundary point corresponds to the trajectory indicated by the dashed
going through it.
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In spite of the vast differences in bead systems, a remarkably consistent region of pre-jammed be-

havior appears in the temperature vs area fraction jamming phase diagram.

2.7 Conclusion

The quasi-2D system of air-fluidized beads studied in this paper is fundamentally different from an
equilibrium system. Here all microscopic motion arises from external driving, and has nothing to
do with thermodynamics and ambient temperature. Rather there is a constant input of energy from
the fluidizing air, and this excites all motion. As a result of thus being far from equilibrium, the
velocity distributions are not Gaussian. Furthermore, the average kinetic energy of the two species
is not equal because of how they interact with the upflow of air.

In spite of these differences, our system exhibits hallmark features upon approach to jamming
that are very similar to the behavior of thermal systems. In terms of structure, our system devel-
ops a split peak in the circular factor distribution and a split second peak in the pair distribution
function. In terms of dynamics, our system develops a plateau in the mean-squared displacement at
intermediate times, between ballistic and diffusive regimes, where the beads are essentially trapped
in a cage of nearest neighbors. And also like a thermal system, the prominence of these features
increases with both increasing packing fraction and with decreasing particle energy, in a way that
can be summarized by a jamming phase diagram.

The significance of the above conclusions is to help reinforce the universality of the jamming
concept beyond just different types of thermal systems, to a broader class of non-equilibrium sys-
tems as well. This suggests that the geometrical constraints of disordered packing plays the major
role. Our system of air-fluidized beads may now serve as a readily-measured model in which to
study further aspects of jamming that are not readily accessible in thermal systems. For example
it should now be possible to characterize spatial heterogeneities and dynamical correlations in our
system, expecting the results to shed light on all systems, thermal or not, that are similarly close to

being jammed.
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Chapter 3

Direct Observation of Growing
Dynamical Lengthscales for Driven

Steel Beads

This work was done as a collaboration with Sharon Glotzer and Aaron Keys at the University of

Michigan, Ann Arbor and has been submitted for publication.

3.1 Introduction

Recent experiments have shown that the anomalous dynamical characteristics known as “spatially
heterogenous dynamics” (SHD) previously observed in supercooled liquids and colloids near the
glass transition are present in granular materials as well. This supports the long-standing hypothe-
sis that a fundamental link exists between the glass transition and “jamming” in granular materials.
Here, we perform a complete characterization of SHD in a system of air-driven granular beads
as a function of increasing density and show that as with the glass transition, growing dynamical
lengthscales accompanies the jamming transition. Moreover, the divergence of these dynamical
lengthscales is accurately described by standard equations originally developed for glass form-
ing liquids. Our results demonstrate strong quantitative parallels between jamming and the glass
transition, and provide a significant step forward in the quest for a unified theory of “jammed”

phenomena.
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Supercooled liquids and dense colloidal suspensions exhibit anomalous yet ubiquitous dynam-
ical characteristics known as spatially heterogeneous dynamics (SHD), which become increasingly
pronounced upon cooling towards the glass transition [25,42,54,91]. Key features of SHD include
unusual correlations [8] in which particles move in one-dimensional paths (“strings [18]") that
aggregate into clusters [20], and dynamical correlations as measured by a dynamic four-point sus-
ceptibility [10,19,45]. Granular systems undergo a jamming transition that is in many ways similar
to the glass transition in liquids, an observation that has elicited speculation that the two classes
of matter may share many dynamical features on approach to a universal jammed state [49, 79].
Recently, two studies have confirmed that similarities between glassy and so-called “jammy” dy-
namics exist by studying sheared granular systems under compaction14 and constant density [55].
Ref. [17] has shown direct statistical evidence of SHD in granular materials by measuring the

time-window dependence qf, for a sheared system of granular beads at a single packing density.

Using diagnostics developed for thermal glass-forming liquids, we perform a complete char-
acterization of SHD in an athermal, far-from-equilibrium system of air-driven steel spheres over a
range of packing densities and temperatures where characteristic relaxation times change by sev-
eral orders of magnitude. Thus, we are able to cover the dynamical range necessary to permit
a meaningful comparison of the anomalous dynamics in quiescent granular and liquid systems
for the first time. We find that our granular system exhibits many of the same dynamical char-
acteristics as supercooled liquids, which, in addition to strong correlations among caged patrticles,
includes clusters of mobile particles, string-like motion, growing timescales, and evidence of grow-
ing dynamical length scales with approach to the jamming transition. We show that the observed
growth of time and length scales can be described using standard models developed for super-
cooled liquids, and that these models can be used to predict the jamming transition area fraction
and a “pre-jamming” transition [2] that may be analogous to the mode coupling transition in super-
cooled liquids [33]. Thus, for the first time, we draw a quantitative connection between jamming

and the glass transition.
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Figure 3.1: [Dynamics773] Left, from top to bottom: mean square displacemg(t}), average
mobile bead cluster siz&.(t), weight average string length,(¢), self contribution to the four

point susceptibilityx;°(¢). As reported for liquids approaching their glass transition, the maxi-
mum in S.(t) and Ls(t) occur in the late3- early a-relaxation regime and is maximum in the
a-relaxation regime. Right: illustration depicting bead mobility over a time interval12 sec-
onds,t_ort;_, when mobile cluster siz8,(t) and string lengthl.s(¢) are at a maximum. Top:
beads are colored based on their relative mobility over the time window, as determined by the ab-
solute displacement from their initial positions showing the spatially heterogeneous nature of the
bead dynamics. Bottom: Close up, with vectors depicting the correlated motion of beads. Each
vector connects the initial position of the bead to its new position at the end of the time window.
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3.2 Detalils

In this study, we consider a granular system consisting of a 1.1 bidisperse mixture of steel spheres
(“beads”) of diameterd; = 0.318 cm andd; = 0.397 cm and masses; = 0.130 g andm; =

0.266 g. The packing density (or area fraction) ranges from= 0.597 to ¢ = 0.773 and is
controlled by varying the number of beads (fravh = 1470 to N = 1904) for a fixed circular
system of diameter 17.70 cm. Bead motion is restricted to rolling within a horizontal plane, and
is excited by an upward flow of air at a fixed rate of 545 cm/s. Bead positions are identified
by reflecting incandescent light from their chrome surface to a camera three feet above. Each
experiment runs a total length of 20 minutes. By contrast with the molecules in a supercooled
liquid, the beads are macroscopic objects driven by a continuous input of energy. Consequently the
speed distributions are non-Maxwellian, and the average kinetic energies of the two bead species
are unequal. Nevertheless the dynamics of the system mimic those of a simple liquid foafav

show the first signs of caging around= 0.65. Beyond a pre-jamming transition@g; = 0.74, the
structure and dynamics show hallmark features of the approach to jamming, including diverging
cage times with proximity to the measured jamming transitiop;at= 0.83 at which point all

motion stops. Over the range o¢fstudied, characteristic relaxation times increase by 2-3 orders of

magnitude.

3.3 Strings

We characterize SHD in this system by performing three measurements developed for supercooled
liquids, all of which are plotted together with the mean squared displacemeit for0.773

in fig. 3.1, and described in detail below. We begin by considering the formation of clusters of
the most mobile beads in the system, whose net displacement from their original position greatly
exceeds the average value as depicted by the red beads in fig. 3.1. Specifically, we label beads as
“mobile” if their displacement ranks among the top 10% of all bead displacements after a given
delay timet, which maximizes the distinction between mobile and immobile beads. Mobile beads
that are nearest neighbors (i.e, their Voronoi cells share an edge) are said to belong to the same
cluster, as depicted in fig. 3.2a.

Fig. 3.2b shows the temporal evolution of the number average mobile bead cluster size defined
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Figure 3.2: [Strings] Characterization of SHD for the most mobile beads in the system. (a) Depic-
tion of a mobile bead cluster at= 0.773 andt = t . Here, the beads with black arrows belong

to a mobile bead cluster. Each arrow represents a vector drawn from the initial position of the bead
to its new positiorty, seconds later. (b) Number average mobile bead clustesizgin units of
number of beads as a function @f From bottom to top = 0.597, 0.633, 0.647, 0.669, 0.693,
0.722, 0.742, 0.762, 0.773. (c) All curves from (b) together on the same plot, wieeszaled

by t5_andS.(t) is scaled byS.(t5 ). (d) Cluster size distribution fop = 0.773 atty_fit by a

power law. (e) Depiction of a string of mobile beadspat 0.773 att = 12 seconds. Dark grey
beads represent bead positiong at 0 and light grey beads (mostly covered by dark grey beads)
represent the new bead positiafjs seconds later. Each black arrow represents a vector drawn
from the initial position of the bead to its new position. (f) Weight average string lebgit) in

units of number of beads as a function of time. From bottom to top: 0.597, 0.633, 0.647,
0.669, 0.693, 0.722, 0.742, 0.762, 0.773. (g) All curves from (f) together on the same plot, where
tis scaled by; andLs(t) is scaled byL4(¢7 ). (h) String length distribution fop =0.773 att,_

fit by an exponential.
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as

Se(t) = (n) =Y _nP(n) (3.1)

whereP(n) is the probability of observing a cluster of size For short times (in the ballistic and
plateau regimes), the most mobile beads are randomly distributed throughout the system and the
cluster size is small. At an intermediate tirtie the clusters achieve a maximum average size. As
with glass-forming liquids [30, 31,89] and colloids [91], coincides with the crossover from the
plateau regime to the diffusive regime in the mean square displacemerntisAscreasedsS. ()
shifts to longer times and larger cluster sizes, indicating - as in liquids - that the cooperative motion
of larger groups of particles is required for beads to escape their cages as the jamming transition is
approached from below.

Fig. 3.2c shows that data for all collapse onto a single master curve for intermediate to late times
whent is scaled byg and Sc is scaled by.(t5 ), which implies that, is a characteristic time
for this system. Fig. 3.2d shows a typical cluster size distribuft¢n) at ¢ . The distribution
approaches a power-law of the forin= 1.7 with increasingy. A power-law distribution is
consistent with the presence of a percolation transition of mobile clusters within the region of
studied. Analogous behavior has been observed for simulations of supercooled liquids near the
mode-coupling temperature with similar values of the scaling exponent

In glass-forming liquids particles within mobile-particle clusters have been shown to move in
guasi-1d paths called “strings”, depicted in Fig. 3.2e. Clusters of strings arise naturally in dynamic
facilitation theory [28] and the random first-order theory of glasses [83] and their shape reflects
the fractal nature of dynamical motion in these systems. Strings are also a crucial ingredient in
a recent theory of dynamics near the glass transition [47]. We test for the presence of strings in
our system by considering mobile beads that “follow” one another. Specifically, if a bead replaces
the initial position of another bead within a tolerance= 0.3d, after a delay time, then both
beads are considered to engage in string-like motion. Neighboring beads that engage in string-like
motion are said to belong to the same string.

We detect strings of mobile beads for all Previously, such dynamical objects had only
been measured statistically in numerical simulations of atomic [18, 30, 98] molecular [89], and
polymer [4] glass formers, although they have been observed visually in colloidal systems [42,

54,91] approaching the glass transition and in a granular system [17] near the jamming transition.
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Fig. 3.2f shows the temporal evolution of the weight average string length, defidgdndsere!
is the number of beads in a string [4, 30]. The weight average corresponds to the average length
of a string containing a bead chosen at random, provided that the bead belongs to any string. We
observe that for short times, all strings have a length of two beads, indicating the presence of very
short-ranged correlated motion. At longer times, we observe larger strings, thus demonstrating the
increasing length scale over which bead motion is correlated. As for liquids, the evolution of the
string length mirrors the evolution of the mobile cluster size, with maxignandt; at nearly
identical positions. For delay times much longer tianin the diffusive regime, beads follow
beads that are not nearest neighbors and the average string size approaches one. Fig. 3.2g shows
that data for all collapse onto a single master curve for intermediate and long times iwisealed
byt; andL;isscaled by (7 ). The poor collapse at short times is due to the fact that all strings
initially have the same length of two.

Fig. 3.2h shows that the strings roughly follow an exponential length distribution given by
P(l) < exp(l/lp). This behavior is consistent with that reported in simulations of several different
supercooled liquids [4,18, 30]. We find that for a givethe value of is equal to the mean string

length att* plus a constant value of 1.3.

3.4 Four-Point Susceptibility

Thus far, we have considered the cooperative motion of the most mobile beads in the system. We
next consider the susceptibility;(¢), which is a measure of the fluctuations in the number of
caged particles in the system, and indicates, through its relation to a suitably defined pair corre-
lation function [46], the extent of correlations among caged patrticles. A large (small) value of
x7° (t) indicates a high (low) degree of spatial correlation among caged particles, and is thus an
alternative measure of the extent to which the dynamics in the system is spatially heterogeneous on
atimescale. Mathematically, 5 (¢) is expressed as fluctuations in the average of the self overlap

order parametey;(t) as,

X4 =N [<QS(t)2> - <C.I$(t)>2] ) (32)
where
N
(1) = (1/N) 3w (rift) = ri(0) 33)
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Figure 3.3: [X4] Characterization of the correlations among the most immobile (caged) beads in
the system. Top: Average value of the overlap paramgtg) as a function of time window

for different¢. From left to right: ¢ = 0.597, 0.633, 0.647, 0.669, 0.693, 0.722, 0.742, 0.762,
0.773. Bottom: as a function of time window for differeft In order of increasing peak height:

¢ = 0.597, 0.633, 0.647, 0.669, 0.693, 0.722, 0.742, 0.762, 0.773. Inset: Log-log plot of as a
function of time window for differents. In order of increasing peak height: = 0.597, 0.633,
0.647, 0.669, 0.693, 0.722, 0.742, 0.762, 0.773.
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with w = 1if |;(¢) —r;(0)] < a and O otherwise, and averages are taken over the starting time “0".
Here, N is the total number of beads;(t) is the position of bead at timet anda is the overlap
cutoff taken as).5d, for this study. x7°(t) represents the self-contribution to the generalized

four-point susceptibilityy4(¢) and is the dominant contribution.

Fig. 3.3 shows the time evolution ¢f,(t)) andx;°(¢) for different. As beads begin to move
from their initial position, the fraction of self-overlapping bedds(t)) decreases from its initial
value of unity towards zero. At a timg, the positions of the caged particles are most correlated
and x3° (t), so that the fluctuations ify,(t))) are maximum. As with supercooled liquids,,
occurs in then-relaxation regime [19, 32, 46, 86, 90] and both the peak valugjo{t) andt},
increase with increasing. A similar peak iny4(t) was recently reported at a single packing

density for a sheared granular system of beads [17].

Thus we observe that the peak valugsty ), Ls(t7) andxfs(tL) and the timescales; ,

t7, andt}, increase with increasing. It has been hypothesized that this phenomenon, which
occurs in supercooled liquids as a function of temperature, is indicative of the system approaching
a critical point where a growing length scale causes the timescale to diverge. Whereas for critical
phenomena this growing length scale is static, for the glass and jamming transitions it is dynamic
with no obvious change in static structure [2, 23,52, 78]. We next show how the timescales

the dynamical length scales (given roughly by the peak heigtitiatthe case of5. and L, and

as a lower bound = 1/ x7°(t*) /= for x5%) scale for different quantities as a functiongaf The
functional form of these quantities has been predicted by simulation for glass formers as a function

of temperature, although there are no such predictions for granular materials.

3.5 Divergent Dynamical Lengthscales

To draw further analogy to the glass transition we fit our measurements from the previous sections
to the equations of mode-coupling theory (MCT) and the Vogel-Tammann-Fulcher (VTF) equation.

Motivated by application of MCT to colloids, we fit the data to a power-law relationship of the form

f(@) o< [¢ = @c| ™" (3.4)
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where f is a characteristic timescale or peak height measured above. Here we let. laottl x

float during the fit. For the VTF equation, we fit the data to the function

f(¢) o exp(E/|¢ — gol) (3.5)

where we letE and ¢q float during the fit. The parametets and ¢, are critical points that
are analogous to the mode coupling temperature and the ideal glass transition temperature in the
thermal MCT and VTF equations, respectively.

We first obtain best fits to the MCT and VTF equations for each measurement independently.
Remarkably, the predicted value&f from the VTF equation has an averagepgf= 0.83 +-0.02,
which is coincident with the value of; = 0.83 at the jamming transition measured for this system.
That is, the VTF equation predicts a critical point at the measured jamming transition area fraction
for the system. The predicted values¢gffrom the MCT equation are somewhat lower, with an
average ofp. = 0.78 £ 0.02, close to the pre-jamming transition@s; = 0.74. Fig. 3.4 shows
fits to the MCT and VTF equation using the best estimate of the critical area fractions, given by
the average values, = 0.78 and¢y = 0.83, respectively. We find that both expressions yield
excellent fits to the data within the error bars for the range@dnsidered. The fact that is lower
thang is consistent with the behavior observed for supercooled liquids where the predicted mode
coupling temperature is generally higher than the glass transition temperature. Interestingly, the
pre-jamming transition boundary in granular media demarcates a region in which the dynamical
behavior deviates substantially from that of a low density system; in supercooled liquids, the mode-
coupling transition boundary coincides with a crossover to potential energy landscape-dominated
dynamics [68, 81].

In summary, our results show that the SHD observed in a far-from-equilibrium system of flu-
idized granular beads is essentially indistinguishable from that observed in thermal systems like
supercooled liquids and dense colloids, suggesting that (1) SHD arises solely from packing con-
straints; (2) thus, fluidized granular systems may serve as models for glass-forming liquids, just
as colloids have in the past; and (3) the behavior of jammed systems may be understood using the
theoretical tools developed for liquids. Our results open the door to future theoretical insight into
the relationship between jamming and the glass transition and, perhaps ultimately, a unified theory

of “jammed” phenomena.
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Figure 3.4: [Scaling] Dependence of dynamic timescales and length scales on area fraction. Left:
Best fits for the MCT equation with fixed parameter= 0.78 and variable parametet From top

to bottom: (a) Fit for timescal€ . (b) Fit for peak height.(t7 ). (c) Fit for timescale} . (d)

Fit for peak heightL4(¢7 ). (e) Fit for timescale},. (f) Fit for peak heighty4(t},). Right: Best

fits for the MCT equation with fixed parametég = 0.83 and variable parametéf. From top to
bottom: (g) Fit for timescaleg, . (h) Fit for peak heightS.(t5 ). (i) Fit for timescalet} . (j) Fit

for peak heightLs(t7 ). (k) Fit for timescalet?,. (1) Fit for peak heighty4(t}, ).



Chapter 4

Topological Persistence Near Jamming

4.1 Abstract

We introduce topological methods for quantifying spatially heterogeneous dynamics in a driven
system of steel ball-bearings close to jamming. The persistent area and susceptibgitg based

on the time-varying Voronoi tessellation and capture two-step relaxation and correlated motion.
The persistent bond and susceptibility;, are based on the time-varying Delaunay triangulation

and capture heterogeneities on much longer timescales that have to do with cage rearrangements
and the breakup of the nearest neighbor network. While the timescales of the heterogeneities differ
by a decade, their spatial size and physical makeup are the same so that long-time breakup of the
nearest neighbor network is initiated by short-time correlations of caged particles. The scaling
behavior of the characteristic times and lengths of the heterogeneities is also seen to mimic the
dynamics of atomic and polymer glasses adding a quantitative perspective on the approach to

jamming.

4.2 Introduction

Non-equilibrium systems remain one of the most studied and least understood branches of physics
today. Despite enormous effort and ever increasing pressure from fields like biology, many of the
most basic questions about non-equilibrium systems remain unanswered. Recently, a radical idea

was put forward that proposed a deep and fundamental relationship between jamming and the glass
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transition [49] which has stimulated a cascade of activity and breathed fresh life into two very old
fields of study. If the glass transition is connected to a wider and much more general class of
non-equilibrium systems, then one may well be able to understand aspects of the glass transition
by studying granular flows, the dispersal of a crowd from a music hall, and even traffic jams on
the freeways of Los Angeles. Conversely, one might better understand traffic, crowds, and the

movement of grain by extending knowledge harvested in the study of glass.

There is already evidence supporting a deep relationship between jamming and the glass tran-
sition. Atomic and polymeric glassformers [28—-30,83,89,98], supercooled liquids [8,18,24,31,46,
80], and even dense colloidal suspensions [20,42,54,91-93] have been verified to share structural
and dynamical features. Structurally, they are all composed of dense packings of particles in a
disordered array. Dynamically, they all exhibit anomalously slow relaxation, and small changes in
temperature and density can result in enormous changes in dynamics. What's more, the dynamics
are also heterogeneous in time and space and are characterized by a diverging dynamical length
scale that grows with proximity to the glass transition and is accompanied by no obvious changes
in structure [10,19,32]. Understanding it is critical since it may be a general feature of all systems

that are close to jamming, whether composed of atoms, polymers, colloids, grains, people or cars.

The discussion has therefore turned to quantitatively characterizing heterogeneous dynamics
in a wide variety of systems close to jamming. Mode-Coupling Theory (MCT) and the Vogel-
Tammann-Fulcher (VTF) equation have both been applied to the glass transitions of atoms, poly-
mers, and colloids, and each capture certain aspects of a growing dynamical length scale [10],
predicting scaling behavior and extrapolating to critical points that are close to the measured glass
transition temperature [29]. Non-equilibrium granular systems provide a substantial step forward
because they are insensitive to thermal fluctuations. By removing temperature from the mix the
universality of spatially heterogeneous dynamics (SHD) can be tested, shedding light on which
features are general characteristics of the jamming phase and which depend on the particulars of
the system. To this end, stable packings of grains are being studied in detail to uncover the rela-
tionship between local and global structure [53]. The propagation of forces through the granular
network [62, 78] has helped uncover how force chains composed of local contacts in a disordered

array can span the entire system and may act as the backbone of a dynamical length scale.
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Figure 4.1: [VDDemo] The Voronoi tessellation for six different delay-time snapshots. Each cell
is permanently colored according to its locationrat 0. After a long time the beads move far
from their initial positions and the cell colors mix.

In this paper we study both the structure and dynamics of a granular system of steel ball bear-
ings driven close to jamming. By supplying a constant injection of energy with air-turbulence this
granular systems can be driven in a steady state close to jamming, offering a unique look at the
roles of temperature, bead interactions, driving, and dissipation [1, 63, 64]. One enormous advan-
tage of this system is that it can be easily and directly visualized over a wide range of time, length,
and density scales [2,43]. We have exploited these characteristics and developed novel topological
methods that allow us to quantify heterogeneous dynamics with the range and accuracy necessary
for reasonable comparison with glass theory. These methods are described in detail in the sections
to follow and are based on dynamical correlation functions of the system’s geometrical topology.
Fits to theory from extracted dynamical time and length scales provide scaling exponents that sig-
nal the onset of jamming and extrapolate to critical density points consistent with the system'’s
measured jamming transition @f = 0.83, adding to the triad a thoroughly different sort of sys-
tem, driven far from equilibrium, where neither temperature nor statistical mechanics plays a role,
that nonetheless behaves in near perfect analogy with atomic, polymeric, and colloidal systems

undergoing a glass transition.

4.3 Background

The system under investigation is unchanged from previous studies [2, 43]. A bi-disperse mono-
layer of beads, diameters 5/32 and 1/4 inches in equal numbers, are confined in a circular flat sieve
6.97 inches in diameter and with mesh size 150 microns. Energy is injected by blowing air up

through the sieve at a fixed rate high enough to generate turbulence (B9 but low enough so
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that the beads maintain contact with the sieve. The flow rates are between 560-700 cm/s depending
on area fraction. Three feet above the sieve are six incandescent lights aligned in a ring one foot
in diameter. At the center of the ring is a 120 Hz Pulnix 6710 video camera with a 644x484 array
of 8BIT square pixels and a zoom lens. Light reflects specularly off the centers of the beads and
is imaged by the camera. Spots are tracked so that every bead’s position and size is known for the
entire experiment.

We begin the discussion with a visual depiction of our system. Fig. 4.1 shows the Voronoi
diagram of area fraction 79.2% at different times. Each Voronoi cell belongs to a bead that is at its
approximate center. The particular shape of the Voronoi cell depends on the particular arrangement
of each bead and its nearest neighbors. Beads with five nearest neighbors have five sided Voronoi
cells, beads with seven neighbors have seven sided Voronoi cells and so forth. When the Voronoi
cells for all the beads are drawn together, they fill (or tessellate) space completely. We have colored
the Voronoi cells according to their order from the top of the system=at) so that the cell of the
bead at the very top is colored white, the cell of the bead at the very bottom is colored black, and
those in between are colored a grayscale value. The cell color of each bead is constant over the
entire experiment. Fig. 4.1, = 0 shows the Voronoi diagram at the beginning of the experiment
so that there is a continuous gradient in color. As the beads jostle about the system explores new
configurations and the colors begin to mix. By the end, the majority of beads are in a different
location and have gone through many generations of nearest neighbors. Voronoi diagrams for
intermediate times hint of spatially heterogeneous dynamics. For examples at) and 100 s,
beads near one another appear to have moved as a unit and the Voronoi diagram is broken into
regions of similar color.

A standard way to characterize spatially heterogeneous dynamics is a four-point correlation

function known as the overlap order parameter,

1 N N
Qt.7) = 5z > D w(lri(t) —rj(t + 7)) (4.1)
i=1 j=1
with,
w(|ry — ) = e |r1_r2_’ =0 (4.2)
0 : otherwise

whereaqy is the overlap threshold size and is a parameter that must be specified. The overlap order
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Figure 4.2: [QTemp] (a) The average overlap order parameter and (b) its scaled variance, which
is the self-part of the four-point susceptibility, for different area fractions as labelled. For high
area fraction the configuration remains static for longer durations and a dynamical length scale

associated with the peak gf; diverges.
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parameter can be broken up into self contributions=(5), in which the particle overlaps with
itself, and distinct contributions (= j), in which the particle overlaps with a different particle.
Considering only self contribution§(¢, 7) is the fraction of particles that have remained within
a distancezq of their position att over the interval-. The choice ofag greatly influences the
time and length scales captured ®@yt, 7) and must be chosen with care. At= 0, Q(¢,0) = 1
since all particles are at their initial location. As particles move araitidr) decays to zero in
the time that it takes for all the beads to displace from their initial positions a distgretdeast
once. Repeating the measuremen€Xt, ) for different times and averaging together we obtain
the time-averaged overlap order parameffr;). Q(7) relates how long, on average, it takes for
the system’s configuration to change. Fig. 4.2a sh@\{s) measured for different area fractions
for ap = (R), the average bead radius. For low area fractions the beads move about easily and
the system samples new configurations quickly sodhat) decays after about a second. For high
area fractions the beads are cramped and the configuration remains jammed into place for a long
time. The higher the area fraction, the more cramped beads are and the longer the configuration is
locked-in, representative of a diverging relaxation time on approach to jamming. Indeed, fig. 4.2a
shows that)(7) takes 100 times longer to decaydat= 0.797 than atp = 0.626.

The average overlap order parameter therefore captures a slowdown in dynamics with increas-
ing area fraction. Motivated by previous studies [30, 43] we introduce the normalized variance
of the overlap order parametgt, which is the self-part of the four-point susceptibility and is

sensitive to spatially heterogeneous dynamics,

xa = N[(Q(7)*) — (Q(7))?]. (4.3)

Clusters of fast and slow particles have been seen in simulations of supercooled-liquids [30] and
dense colloidal suspensions [91]. Recently, evidence for a diverging dynamical length scale as-
sociated with clusters of fast and slow particles was observed in glass-forming liquids [10]. Only
recently hasy, been measured in a granular system [17] and even more recently has it been mea-
sured as a function of area fraction to determine the scaling of spatially heterogeneous dynamics
on approach to jamming [43]. Fig. 4.2b shoyusfor different area fraction for our system. At low

area fractions when the configuration is free to evolve without too much difficulty and the overlap
order parameter decays quickly, there is a modest pegk & about the time thad(7) decays to

zero, which shows that even at low area fractions there is a small amount of cooperative motion.

65



At higher area fraction bead dynamics slow considerably and cooperative motion increases. As a
result, the peak of4 occurs at later time and increases in scale, coming to a maximum around the

time thatQ(7) decays to zero.

Q(7) and x4 therefore provide a picture of spatially heterogeneous dynamics in this driven
non-equilibrium system. But this picture is unsatisfactory for a few reasons. First, the overlap
order parameter requires the specification of the overlap thresholdsindich must be chosen
carefully to simultaneously optimize both the average overlap order parameter and the four-point
susceptibility. There is no rigorous or clear-cut way to do this. Second, at short times and at
lengths smaller thamy, Q(7) = 1 even though the beads are not perfectly still. Atlong times when
particles have moved just beyoag Q(7) = 0 forcing x4 = 0 even if there is long time dynamical
heterogeneity. Hence, even with the ideal choicefthe dynamical range that is observable is
limited to times and lengths that are closego Third, the discreet nature of the overlap function
influences the magnitude of the fluctuations in the overlap order para@gter), and effects the
overall scale ofy4. In the next section we introduce novel methods that overcome these difficulties

and provide a more accurate and detailed picture of spatially heterogenous dynamics.

4.4 Persistent Area

The persistent area follows naturally from the time-varying Voronoi images shown in fig. 4.1. As
beads move about the system samples new configurations and the Voronoi diagrams change in
kind. The persistent area is the amount of area that persists within the same Voronoi cell over the
interval 7. Fig. 4.3 shows a few persistent area imagespfes 0.792 for start timet = 0 s and

delay times;-. Area persisting within the same Voronoi cell is colored black and all other area is
colored white. Initially, the entire system is black because all of the Voronoi cells trivially overlap
with themselves. As time moves forward the configuration begins to change and the amount of area
persisting within the same Voronoi cell decreases. Eventually, all the area is turned white since no
area persists within the same Voronoi cell over the course of the experiment. The persistent area
is an alternate measurement of configurational overlap that is continuous and does not require the

specification input parameters. Definiddt¢, 7) as the fraction of area that remains within the
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Figure 4.3: [PADemo] Persistent area images of the Voronoi tessellation for the statt tinfe

as a function of delay time;. Regions that are black have persisted within the sam Voronoi cell
for the time interval indicated A(¢, 7) is the total fraction of black area and is a measurement
of the overlap between the configurations= 0 and7. Spatial heterogeneity due to stringlike
cooperative motion is particularly evidentrat= 26 and causesl(t, 7) to fluctuate witht.
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Figure 4.4: [Amv] (a) Measured persistent aré@, 7) plotted separately for different start times

t (colored curves), fop = 0.792. Its time averageA(t, 7)) = A(7) (thick green curve with

circles) is a measurement of the average configurational overlap for two snapshots separated by a
time 7. (b) Its scaled temporal variangg; = N - 0%[A(t, 7)] averaged ovet, is a measurement

of spatially heterogeneous dynamics due to strings.
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same Voronoi cell over an interval startingtatnd ending at + 7,

A(t,r):—j //A(x’,y’,t,r)dm'dy’ (4.4)
S x/ y/
where,

1 VY, y) e Cit,0) N Cy(t,
Ayt ) = @.9) ,0) &) (4.5)
0 : otherwise

with A, the area of the region of interest, afig¢, 7) the x-y domain enclosed by the i-th Voronoi
cell at timet with itself at timet 4+ 7. The images in fig. 4.3 graphically depict a single measure-
ment of the persistent area over the time intetval 0 to 3000 s. Following the procedure for the
overlap order parameter we measurg, 7) for different start times, colored curves in fig. 4.4a,
and average over time to obtain the average persistentidrgawhich is analogous to the average
overlap order parameter and relates the average fractional overlap for two configurations separated
by timer. Fig. 4.5a shows the average persistent area for different area fractions. Direct compari-
son with the overlap order parameter Fig. 4.2a, shows that the two are grossly consistent, but that
much of the detail evident in the persistent area is missing in the overlap order parameter. At short
times the persistent area partially decays due to caged motion while overlap order parameter is
exactly one. At intermediate times the persistent area has two-step relaxation due to caging while
the overlap order parameter does not. At longer times when the beads move on the order of the
cage the slopes of the persistent area are slightly different while for the overlap order parameter
they are all the same. The root cause of all of these problems is that the overlap order parameter is
discreet and sensitive primarily to the length segleAs a consequence, much of the rich detail at
different time and length scales is absent.

The persistent area images also offer a striking look at cooperative motion. In fig.4.36
s, stringlike swirls of cooperatively rearranging beads have swept out large domains of white while
other regions where motion is cramped remain mostly black. The time ttéce) over this
interval is unique to a degree that depends on the particular spatial heterogeneities that are present.
Fig. 4.4a bears this out. While on average the persistent area for different initial configurations
decays in a regular way, there is a systematic increase in the fluctuations that culmirzétes at
when spatially heterogeneous dynamics are evident in the persistent area images. Motivated by the

overlap order parameter and four-point susceptibility we defipethe size-scaled variance of the
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Figure 4.5: [ATemp] (a) Average persistent ar@) for different area fractions showing two step
relaxation due to intermediate time caging. (b) Its scaled temporal varighteanalogous toy

and measures spatially heterogeneous dynamics. In supercooled liquids and atomic and polymeric
glassformers, peaks in thex-relaxation regime, about a decade after the mean-squared displace-
ment breaks out of the subdiffusive regime, which is when spatial heterogeneity is a maximum and
is exactly what we observe in4.
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of the persistent area,

xa = N[{A(t,7)%) — (A(t, 7))?] (4.6)

plotted for¢ = 0.792, fig. 4.4b. x4 peaks aB5 s because temporal fluctuations (fig. 4.4a) due

to spatial heterogeneities (fig. 4.3) are a maximum at that delay time. In fig. 4.5b we pfot

the different area fractions. For low area fractions has a modest peak at short delay that is
pushed higher and to later times at high area fraction. This has a simple physical interpretation.
For low area fractions, bead motion is relatively free so that most beads can move about without the
cooperation of their nearest neighbors. At high area fraction, the beads are packed together so that
for any one to move its neighbors must permit it by either moving out of the way or moving with

it. As a result, the higher the area fraction, the larger the number of beads involved in cooperative

motion, and hence the higher the peakafand the longer it takes to occur.

4.5 Persistent Bond

The persistent bond offers a complimentary look at grain dynamics on very long timescales. It is
based on the nearest neighbor bonded network which is dual to the Voronoi diagram. For a given
configuration the nearest neighbor bonded network is generated by performing a Delaunay triangu-
lation to connect nearest neighbors with a bond, fig.A4:6,0. The persistent bond goes one step
further. It is the time-correlation function of the nearest neighbor bonded network. As beads move
apart bonds break and the network dissolves. A useful characteristic of the persistent bond is that
it is insensitive to translations that leave the nearest neighbor network unchanged. In systems with
spatially heterogeneous dynamics it is important to distinguish between the coordinated translation
of local network regions from the rearrangement of the network itself. Fig. 4.6 shows a series of
persistent bond images fgr = 0.792. Comparison with the persistent area images in fig. 4.3
shows that the two appear to be related but are nonetheless different. As the beads move bonds are
broken as they seek out new nearest neighbors. This process is slow at first because beads tend to
remain localized within a cage. On longer timescales they remain connected to the same nearest
neighbors because, as the persistent area shows, they are moving in a highly correlated way. The
nearest neighbor network remains mostly intact until al¥9us when correlated motion finally

leads to bond breakup and completes only after correlated beads move apart.
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Fig. 4.6 graphically depicts a single measurement of the persistent bond beginhiaglas
and ending at = 3000 s. Using the pictures as a guide we defi®g, 7) as the fraction of bonds

that remain connected over the intervéb ¢ + 7,

N N
i 1 Bij (t, 7‘)
B(t,7) =3 ZZ Bu(t.0) (4.7)
=1 j=1
where,
1 : iandjnearest neighbors
Bij = (4.8)
0 : otherwise

The persistent bond begins at one and decays to zero over the time takes for all the beads to ex-
change their nearest neighbors at least once. By measuring the persistent bond for independent
initial configurations we obtain many independent persistent bond measurements in analogy with
fig. 4.4a for the persistent area. Averaging over initial configurations at different times we obtain
the average persistent boidr), which relates how long on average it takes for the nearest neigh-

bor network to break apart. Fig. 4.7a shows the average persistent bond measured for different area
fractions. At low area fractions the persistent bond decays quickly since beads can move away from
each other with ease. At high area fraction the persistent bond decays much more slowly for two
reasons. First, motion is cramped and beads tend to stay put and so their nearest neighbors remain
the same. Second, because of correlated motion neighboring beads tend to move together. Cooper-
atively rearranging beads preserve some of their nearest neighbor bonds longer than they would if
they were moving independently. As a consequence, bond breakup only completes on timescales
over which cooperatively rearranging beads move apart.

Turning back to fig. 4.6, bond breakup occurs in stringy domains and curled islets that border
regions of high connectivity. Cooperatively rearranging beads can therefore cause spatial hetero-
geneities in the bonded network where shear zones of broken bonds separate highly mobile coop-
eratively rearranging beads from more static ones. To quantify the degree of spatial heterogeneity
in bond breakup we compute the time-average fluctuations of the persistent bond time traces. In

analogy toy 4, we definey p as the size-scaled variance of the persistent bond,
xs = N[(B(t,7)) — (B(t,7))’] (4.9)

In fig. 4.7b we ploty 5 for different area fractions. The shapes@f resemble those of 4 with the

important difference that they peak nearly a decade later in time. Interestingly, despite this wide
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Figure 4.7: [BTemp] (a) The average persistent b&d) for different area fractions showing the
average rate at which the bonded network breaks apart and correlated beads move apart. (b) Its
scaled temporal varianggz shows that spatial heterogeneity in bond breakup increases with area
fraction and peaks about a decade after whenA(r) = 0.
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separation of timescales, the heights of the peakssimre comparable to the heights of the peaks
in x 4, implying that the average size of the heterogeneities in the persistent area and the persistent
bond are comparable: correlated motion initiated at short time and registered first in the persistent

area eventually leads to bond breakup of comparable size much later.

4.6 Applications

To tie everything together we construct fig. 4.8 for area fractiea 0.792. The first two columns

relate to structure and the last three columns relate to dynamics. Rows are spaced in time incre-
ments of7} /2 which based on the persistent area is the time over which the configuration just
begins to change and is close to the “cage-breakout” time (crossover from subdiffusive to diffu-
sive dynamics) in the mean-squared displacement. On this timescale strings persist so that there is

continuity from one row of images to the next.

Even though no static structural length scale has been directly related to dynamical hetero-
geneities, structure is important, and many believe that it must be the root cause of spatially
heterogeneous dynamics. To more completely characterize this system and to make evident re-
lationships that may exist between structure and dynamics, we construct the Voronoi diagram for
7 = 0 colored according to the number of sides of each cell in fig. 4.8. Cells with many sides
are colored darker than cells with few. The vast majority of the light colored cells are pentagons
and the very dark cells are heptagons. The moderate gray colored cells are hexagons which have
the ideal number of sides for packing in two dimensions and therefore correspond to the “most
ordered” regions. Five and seven sided cells tend exist in pairs (five-seven dislocations) and link
up in connected strings. Four sided cells occur rarely, about once every four images, and eight or
greater sided cells are extremely rare for this particular size ratio and area fraction. Previous exper-
iments [2] showed that the side distribution narrows at high area fraction so that most cells are five,
six, or seven sided, which is what we observe. Scanning down and stepping forward through time,
the Voronoi diagrams change considerably in detail but have the same overall structure. Regions
that are six sided in one row may have a five-seven dislocation string slicing through them in the

next so that there is little continuity in changes in coordination number structure on this timescale.

One problem with analyzing structure in terms of the number of sides of the Voronoi cells
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Figure 4.8: [ZCilvPaPb] Rows show snapshots in incrementg g2. First column: Voronoi cells

atT = 0 colored according to the number of sides so that darker has more sides. Second column:
Voronoi cells atr = 0 colored according to circularity so that darker is more circular. Third
column: Instant velocity vectors at= 7 colored so that faster beads have large white vectors
and slower beads have small red vectors. Fourth column: Persistent area images at Fifth

column: Persistent bond imagesrat 7. There seems to be little relationship between structural
defects and strings. Regions of highly cooperative motion in the persistent area are regions of high
bond breakup much later in the persistent bond. Spatially heterogeneous dynamics evident in the
average velocity vector images causg, 7) and B(t, 7) fluctuate witht.

76



is that it is a discreet observable and insensitive to small structural variations. The circularity
factor of Voronoi cells has recently been proposed as a far more sensitive alternative that is a
continuous variable [57]. The second column shows the Voronoi diagram fer 0 colored
according circularity. More circular cells are colored darker than less circular and tend to have more
sides. Regions of high circularity tend to be clumped together comprised primarily of six sided
cells. Like the side-colored images, the circularity-colored images change with little continuity on
this timescale. Evidently, structural changes registered this way change on timescales faster than
the lifetime of strings. Viewed from this perspective, there seems to be little relationship between
local structure and the emergence of strings. Still, both measurements confirm that the system is
disordered, that less ordered regions tend to occur in linked strings of five-seven dislocations, and

that more ordered regions of hexagons tend to occur in clumps.

The lack of static structural signatures of dynamical heterogeneities has been well-documented
in glassformers, colloids, and granular systems. Yet, dynamical heterogeneities do exist and are
obvious when viewed directly. The third column bears this out, showing the average velocity
vector field for the intervat to t 4+ 7. Large white vectors correspond to fast moving beads and
small reddish vectors to slow moving beads. Not only are certain beads moving much faster than
others but the fast moving beads are lined up in quasi-one-dimensional paths. Such strings are only
evident on a narrow range of timescales. At short times motion is ballistic and the vectors of nearby
beads are uncorrelated [2]. At long times the motion is diffusive and the beads behave independent
of one another. But at intermediate times the vectors are strongly correlated into strings and swirls,
as shown in the images, and the time and length scales of the strings both increase with proximity
to the jamming transition. Our motivation has been to quantitatively analyze these strings and to
uncover whether their scaling behavior is consistent with similar structures observed in glasses and

colloids approaching a critical density point.

The persistent area provides us with the quantitative perspective that is necessary for suitable
comparison with theory. The timescale chosen to construct the velocity vector figiithe char-
acteristic time of the peak of 4 for this area fraction. Comparing the average velocity vector field
images with the persistent area images in the fourth column, large velocity vectors of stringlike
swirls correspond to large whited out domains in the persistent area images, and regions with small

vectors where beads are localized are mostly black in the persistent area images. The persistent
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area relates the ratio of white-to-black area directly to the system’s dynamics across the time inter-
val. By measuring the quantity of white-to-black we measure the dynamics. If the dynamics are

heterogeneous in space, so will be the distribution of white and black area, which is clearly visible

in the persistent area images on this timescale. A first order quantification of the spatial hetero-
geneity of colored area is the scaled variance of the color values over the entire image, which is
preciselyy 4.

After the beads have moved beyond their initial Voronoi cell, the entire system is whited out
and the persistent area is no longer able to detect heterogeneities. Any cooperative motion that
exists over such large length scales will not be visible. But because the nearest neighbor network
dissolves only after correlated beads move apart, the persistent bond is sensitive to rearrangements
of beads, and is not limited to a particular time or length scale, and in this way is complimentary
to the persistent area. Inspection of persistent bond images in column five show that bond breakup
tends to occur in regions where strings were active. The intermediate time correlated motion of
strings captured by the persistent area eventually leads to correlated bond breakup: beads moving
in strings at intermediate times eventually burst through their cages together and rearrange as a

unit.

4.7 Approach to Jamming

The persistent area and persistent bond highlight characteristic time and length scales associated
with spatially heterogeneous dynamics in this system. The magnitudes of the susceptipilities,
andy g, are proportional to the sizes of the heterogeneities. Both sets of curves, fig. 4.5b and 4.7b,
have peaks at the times corresponding to maximums in spatially heterogeneous dynamics. In the
case ofy 4 the peak corresponds to the time at which correlated motion is a maximum. In the
case ofy g it is when correlated bond breaking due to rearrangements is a maximum. In fig. 4.9a
we plot the times of the peaks of;, 75, and7; vs. area fraction. Notice that; andr; are

nearly equal for all area fractions. This is because for the overlap parameter ctapsen,R),

x4 andyy are essentially the same except for overall scale.on the other hand peaks nearly a
decade later because this is the amount of time it takes for correlated motion in the cage to lead to

rearrangements.
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Figure 4.9: [TabgLabq] (a) Characteristic peak times of the susceptibilitigblue circles),xp

(red diamonds), ang, (green triangles) as a function of area fraction. (b) Characteristic lengths
computed from the ratio of the susceptibility to the order parameter, eq. 4.12. Both the character-
istic times and lengths diverge on approach to the jamming transition dengity &t83.

The peaks of these susceptibilities therefore highlight characteristic timescales due to corre-
lated motion. The heights of the susceptibilities at the peaks are related to characteristic length-
scales of the correlated motion. These lengths can be derived statistically. Défitonige the

number of strings that exist at any given instant and assuming it to be Gaussian distributed,
S =(S) £/ (9). (4.10)

Definingn, to be the average number of beads per strMdhe total number of beads, adilthe

total fraction of beads in strings, théh= NQ/ns and,

nsQ
Q=1(Q)=+ <N> (411)
so that,
_ N6Q*  xc
Ng = Q) _C(T) (4.12)

which provides the average size of the strings in terms of the general order paramater
associated susceptibilityc. Using eq. 4.12 we compute the sizes of the heterogeneities and plot
them in fig. 4.9b. Notice that 4, and L are of a similar size. Evidently, the characteristic lengths
of strings measured by at 7 lead to heterogeneities in bond breakup measuredhwnt 75

about a decade later.
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Figure 4.10: [TimeLeng] Characteristic time and length scales compared with MCT scaling (left
hand side) and the VFT equation (right hand side). Divergence is consistent with both power law or
exponential form which is also true in supercooled liquids. Best fits to power law divergence for all
topological measurements yield MCT critical densityyat 0.79 + 0.01 which is consistent with
previous findings. Best fits to exponential divergence yield VTF critical density=a0.83 +0.01

which is close to point J and also consistent with previous findings.

Taken as a whole, the behavior of the characteristic time and length scales of the persistent area
and persistent bond point in a single direction. As area fraction goes up, relaxation times diverge
because the number of beads that must rearrange cooperatively spans an ever increasing fraction
of the system and eventually diverges. This is reminiscent of the divergence of the relaxation time
and viscosity of atomic and polymeric systems undergoing a glass transition. Armed with our data
we can compare the form of our divergence with what is known about the glass transition.

Mode-coupling theory predicts the functional form of the divergence of the glass transition to

be power-law,

T o | — | (4.13)

The task is to apply the MCT form to our data and judge the quality of the fit and the meaning of
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the fit parameters. The parametgris the mode-coupling density and must be obtained empiri-
cally from a best fit to all of our data. For our systeém= 0.79 + 0.01. The plots on the left side

of fig. 4.10 show best fits holding. constant. Interestingly).79 is close to the “pre-jamming”
transition point previously measured for a similar system,at= 0.74 [2]. ¢,; roughly separates

when the structure and dynamics go from resembling a simple-liquid to that of a glass, and its
precise value depends on both the energy and density of the system. In glassformers and super-
cooled liquids the mode-coupling density coincides with a crossover to potential energy landscape

dominated dynamics [81].

An alternate functional form that fits the glass transition is the VTF equation, an exponential

divergence,

e (2 ) (414

Again, the critical densityy is obtained empirically by best fit of eq. 4.14 to all the data. For this
system we find thapy = 0.83 £ 0.01 which is consistent with the previously reported jamming
transition point atp; = 0.825 [2]. Holding ¢, constant and fitting eq. 4.14 to our data, fig. 4.10

shows that there is excellent agreement with the VTF equation.

It is well known in glassformers that both MCT and the VTF equation fit the data, and that
¢ < ¢o, Which is analogous t@,; < ¢;, and is what we observe in this system. Just as the
dynamics of glassy systems are influenced below the transition by the criticakjgoid are the
dynamics of this non-equilibrium system influenceddyfor ¢ < 0.83. As low as¢ = 0.74
there are hallmark features of jamming: the pair-correlation function and the circularity factor
distribution both exhibit peak splitting and the mean-squared displacement develops a subdiffusive
plateau [2]. At long enough times the system behaves dynamically like a liquid but at shorter
times there is some inherent rigidity. Analogously, demarcates the point beyond which the
dynamics are dominated by the potential energy landscape so that the system has to pay the cost
of climbing potential energy barriers in order to relax. ¢t = 0.83 this system jams regardless
of the magnitude of the driving force [2]. Analogousy, is the point at which the relaxation time

and viscosity of a glass are essentially infinite.
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4.8 Discussion

We have introduced methods based on the Voronoi diagram and Delaunay triangulation that are
sensitive to spatially heterogeneous dynamics and provide the precision and rigor necessary for
comparison with mode-coupling theory and the Vogel-Tammann-Fulcher equation. To date the
most common ways to characterize SHD have been the overlap order parameter and related four-
point susceptibility. Both require the specification of a particle overlap threshold ahead of time
that limits the dynamical range observable. The measurements we introduce are based on dual
transformations of the particle configurations. As such, no displacement information is lost in the

calculation and no input parameters need be specified.

The persistent area is a measurement of the structural correlation between two configurations.
Comparison with the overlap order parameter shows that the two are grossly consistent, but that the
persistent area shows far finer detail and two-step relaxation. The scaled fluctuations in the overlap
order parameter are defined gg and are representative of spatially heterogeneous dynamics.
Analogously, we defing 4 as the scaled fluctuations in the persistent aggeacontains much of
the same information of,4 but with much greater resolution at short and intermediate time and

without the need to specify input parameters.

The persistent bond and related susceptibjity are long-time compliments to the persistent
area andy 4. The persistent bond is sensitive to the exchange of neighbors and captures spatially
heterogeneous dynamics that occur on much longer timescales due to the breakup of cooperatively
rearranging regions. To date, such very long time evolution of the nearest neighbor network has
been largely ignored. The persistent bond offers a way to distinguish between small translations of
local network regions and the breakup of the global network, which are two distinct and essential

aspects of spatially heterogeneous dynamics.

The characteristic times of the persistent area and persistent bond differ by nearly a decade in
time. Nonetheless, the characteristic lengths are nearly the same so that breakup of the bonded
network at long times is initiated by correlated motion much earlier. Scaling of the characteris-
tic times and lengths with area fraction show critical divergences over a wide enough range for
comparison with MCT and the VTF equation. While neither theory offers a complete description

of the glass transition, both lead to scaling exponents that signal the onset jamming and highlight
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critical densities near 83%, and do so in a manner that perfectly mimics atomic and polymer sys-
tems undergoing a glass transition. The take home message is twofold: (1) The glass transition
and the jamming transition for this non-equilibrium system are quantitatively related by egs. 4.13
and 4.14. (2) Spatially heterogeneous dynamics may be a generic feature of systems close to
jamming, whether they be composed of atoms, polymers, colloids, or even steel ball bearings.
Finally, we remark that the methods we introduce naturally apply to other systems at higher
dimension. In the case of foam, the persistent areg@nchn be measured simply by summing up
images so that the often impossible task of bubble identification is avoided. If particle locations are
known then one can reconstruct the three-dimensional Voronoi tessellation and Delaunay triangu-
lation leading directly to the persistent volume and to a three-dimensional version of the persistent
bond. Both would be powerful tools for quantifying spatially heterogenous dynamics with fine

detail over a wide range of timescales for a variety of three dimensional systems.
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Chapter 5

Three Effective Temperatures for

Air-Fluidized Grains

5.1 Introduction

For decades geologists, geophysicists, and granular physicists have sought a theoretical framework
to describe the granular state matter. This unique state of matter spans an enormous range of length
scales, from nearly microscopic powders to weblike galaxy clusters, but as yet lacks adequate
scientific description. Similarly, the glass transition has persisted to the current day as one of the
greatest unsolved mysteries in all of science, and remains an enormous gap in our understanding
of atomic thermal systems. Recently, the unifying concept of jamming has helped point out the
direction of progress in both of these fields, by proposing that the two are in fact related, that
granular systems close to jamming are fundamentally similar to atomic systems near the glass
transition. The ultimate challenge for physicists in both cases is to develop a non-equilibrium
statistical mechanics that can describe atomic systems that are in equilibrium and granular systems
that are driven far from equilibrium, and in which jamming is a critical phenomena transparent in
the theory. Such a lofty goal will require an enormous amount of effort and it is difficult in the
present to even know where to begin and what to observables will be adequate to characterize the
similar behavior of so many very different systems.

Many believe that the first order of business must be to discover an effective temperature the

can play the role in non-equilibrium systems that the thermal temperature plays in equilibrium
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systems. Unfortunately, the wide variety of non-equilibrium systems precludes from the very
outset that such an effective temperature will be simple, since it must be abstract enough to be apply
to many disparate systems. In such unfamiliar territory, experiments must be done to determine
which effective temperatures are appropriate. In this experiment, we explore the roles of effective
temperatures in a driven dissipative granular system that in the past has acted as a testbed for
the extension of equilibrium statistical mechanics to non-equilibrium systems [1, 2,43, 63, 64].
By comparing different effective temperatures we keep track of the breakdown of key players
of equilibrium statistical mechanics, such as the fluctuation dissipation theorem, ergodicity, and
equipartition of energy, and learn much about which temperatures are suitable and bear heavily on

the behavior of this non-equilibrium driven dissipative system.

We consider three possible candidates for effective temperatures. First, we measure the energy
stored in a harmonic oscillator submerged in the system, which is sensitive to the grain-grain inter-
action energy and provides a effective temperature. Second, we measure the Einstein temperature
based on a fluctuation dissipation theorem between diffusion and mobility of a driven test particle.
Third, the simplest, we measure the average kinetic energy of the grains, or “granular tempera-
ture.” The first and third effective temperatures are ensemble averages over local quantities, and
rely on ergodicity and equipartition to be consistent in the bulk. The last effective temperature
utilizes the time average of a single driven test particle and relies on the Fluctuation Dissipation
Theorem in order to be consistent. In thermal equilibrium all of these effective temperatures are
equal to each other and to thermal temperature, demonstrating both the generality and beauty of

equilibrium statistical mechanics.

But as this is not an equilibrium system we have no guarantee that such agreement exists
here. We continuously inject and dissipate anergy from the macroscopic grains so that the system
attains a steady-state that in certain instances and with respect to certain variables does resemble
an equilibrium system and can be described by equilibrium statistical mechanics. In these cases
the system is ergotic, energy is equipartitioned, and the fluctuation and response of the system is
consistent with a fluctuation-dissipation theorem. In the present experiment we study the system
over a wide range of densities and driving energies in which such tenants of statistical mechanics
are not assured, allowing us to study consistency of the effective temperatures and the gradual

breakdown of the thermal analogy.
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5.2 Methods

The system under investigation is a 50-50 bidisperse mixture plastic hollow polypropylene balls,
diameters 1 and 1-1/8 in. The balls are confined to a circular system and sit atop a perforated wire
mesh that is flat and has a uniform hole spacing. Air is blown up through the wire mesh using a
carpet dryer connected through a Variac autotransformer allowing us to control the airflow from 0
to 1000 cm/s with a resolution of 10 cm/s, which we verify with an anemometer. We also verify
that the airflow is uniform across the sieve. Based on the sphere size the Reynolds nurtber is
which is well in the turbulent regime. As a result, the spheres on the mesh shed wakes in random
directions that interact with the walls and the wakes of other balls. These wakes both agitate the
balls and cause them to repel one another.

We observe the balls from above using a 120 Hz Pulnix 6710 camera and stream AVI movies
to disk using Microsoft's RLE codec. With this setup we can stream movies continuously for many
hours at 120 Hz, which provides us with the dynamical range necessary. After movies are saved we
process them to track all particles for the whole observation time using our own LabVIEW tracking
routines. We have also written tracking routines to measure the orientation of a weighted sphere
and also the tilt angle of the apparatus. For the weighted sphere we track a black dot at its north pole
that displaces with respect to the center when the thermometer is tilted. To track of the tilt angle of
the apparatus we image in a shiny thumbtack that remains static in the lab frame. Thus, when the
apparatus tilts the static thumbtack appears to move. In both cases we use elementary geometry to
convert the locations of these dots in the images to orientations of both the thermometer and the
apparatus at each instant and while simultaneously tracking the balls. To tilt the apparatus we use
an electric motor controlled by a computer which can oscillate with a frequency from 0.01 Hz to
100 Hz. The motor is connected to a swivelling platform on which sits the apparatus that allows it

to tilt from 0.001 to 1 deg.

5.3 A Granular Temperature Thermometer

The first effective temperature that we present comes from a granular thermometer. The granular
thermometer is a sphere identical to the other spheres but with a mass of dried Elmer’s Glue at its

bottom. By controlling the amount of added weight, we control the moment of inertia and location
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of the thermometer’s center of mass. By tracking the location and orientation of the oscillator at
each instant we can measure its instantaneous energy and average over time to obtain an effective
temperature. The potential energy comes from the tilt of the oscillator away from its equilibrium
position, storing energy in the gravitational field just like a pendulum. The kinetic energy comes
from the translational and rotational speed of the oscillator as it is driven by the air and collides
with other balls. On average and in equilibrium, the energy of each degree of freedom is set by
the temperature and they are therefore equal, but there is no guarantee in this out of equilibrium

system that such an equality will exist.

In fig. 5.1 we show distributions of the quantities that are necessary in order to measure the
potential and kinetic energy of the granular thermometer — i.e. its orientation and location as a
function of time. Fig. 5.1a shows the distribution of thermometer tilt displacements and fig. 5.1b
shows the distribution of thermometer velocities. The inset of fig. 5.1a shows a diagram of the ther-
mometer displaced from its stable upright position. The power spectra in fig. 5.2 show that there is
a strong signal at the natural frequency of the oscillator. When the thermometer is perfectly upright
its potential energy is equal to zero. When tilted the restoring foréé4s —mgR.., sin 6 so that
on average the energy {§/) = mgR?,,(sin?#). For an oscillator in equilibrium these displace-
ments must be sampled from a Gaussian distribution so that the mean-square average characterizes
the average potential energy stored in the oscillator. In fig. 5.1b we plot the distribution of displace-
ments from equilibrium along with a Gaussian with a mean-square equal to the means-square of the
data. On average, the thermometer is displaced by about 0.6 rad with an average tilt energy of about
14 ergs. In fig. 5.1b be we plot the velocity distribution with a Gaussian with a mean-square equal
to the mean-square velocity of the oscillator. The velocity distribution has high tales compared to a
Gaussian, which is a common feature of many driven-dissipative granular systems. Nevertheless,
the distribution is approximately Gaussian and the inset plot shows that the position and velocity
are uncoupled and populated at random. Each of these distributions corresponds to two degrees of
freedom so that there are four possible effective temperatures. To determine whether these degrees
of freedom are populated in accordance with statistical mechanics we plot the distribution of the
total energy of the thermometer, which is the potential energy plus the kinetic energy each instant
fig. 5.1c. For a thermal particle at equilibrium the energy must be sampled from a Boltzmann dis-

tribution. We plot a Boltzmann distribution on top of the data with an average energy equal to the
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Figure 5.1: [PrvE] (a) Distribution of displacements of the thermometer’s center-of-mass mechan-
ical equilibrium. Inset shows a diagram of the thermometer with angular displacémédb)
Distribution of thermometer velocities. Inset shows a correlation plot between position and ve-
locity. (c) Distribution of energies. Inset shows the probability distributions of the gravitational
potential energy and kinetic energy binned simultaneously and fit to an exponential.
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Figure 5.2: [Spectra] (a) Power spectra of the x- and y-position displacement from mechanical
equilibrium of the thermometer. (b) Power spectra of the x- and y- velocity of the thermometer.
The spectra show peaks at the natural frequency of the oscillator.
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average energy of the thermometer. Plotting the potential energy and kinetic energy distributions
separately in the inset, they are statistically identical, and approximately exponential, suggesting
that energy is equipartitioned and that the effective temperatures from each of these degrees of
freedom are equal.

We do not require that the thermometer perfectly obey statistical mechanics in order to obtain
an effective temperature from it. Still, we are impressed that the position and velocity distributions
are approximately Gaussian, the energy distributed according to a Boltzmann factor and partitioned
equally among the oscillator's degrees of freedom. These features may serve to impart greater

thermodynamic meeting to our granular thermometer effective temperature.

5.4 Einstein Temperature

The next effective temperature we consider is the Einstein temperature, defined in terms of the
ratio of fluctuation to response. One can define any number of Einstein temperatures related to
different fluctuation and response functions. We consider the simple case of diffusion to mobility
along the lines of a classic Einstein relation. Specifically, we submerge a heavy test particle in
the bath of light hollow plastic balls and subject the entire system to an oscillating gravitational
force by tilting. We can control both the frequency and amplitude of the tilt and also the mass of
the test particle, allowing us to explore a wide range of force amplitudes and frequencies. If the
test particle is lighter than the bath particles it would feel a buoyant force opposing the direction
of gravity. If it is heavier than the bath particles then gravity wins out. Either way, parallel to
the applied force the test particle responds with a velocity, and perpendicular to the applied force
performs a random walk. By measure perpendicular diffusion and parallel mobility we measure
the Einstein temperature.

One condition that we must verify is that the perpendicular motion is indeed diffusive. In
fig. 5.3a we plot the mean-squared displacement of the test particle perpendicular to the force for
a low-density liquid-like system, with density= 0.569 and driving airspeed = 375 cm/s. At
short times, the mean-squared displacement is ballistic and at long times it is diffusive. At very
long times it saturates because the test particle has diffused the confining walls. Below we plot

the velocity autocorrelation function which decays to zero after one second, which is the mean
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Figure 5.3: [MSDVV] (a) The mean-squared displacement and (b) velocity autocorrelation func-
tion for motion perpendicular to the oscillating force. The diffusion coefficient is measured from
the MSD after the mean collision time (when the VAF is first zero) and before saturation at the
system size. It is nearly constant over the range 1 to 100 s.
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Figure 5.4: [Fv] Scatter plot of the oscillating external force as a function of velocity response
parallel to the force. The mobility is measured by computing the slope of the best linear fit to the
scatter plot.

collision time. Taken together, the perpendicular motion of the test particle is indeed diffusive for
three orders of magnitude in time, from about 1 to 100 s. In this region the diffusion coefficient
is nearly constant. Therefore, we measure ittas= MAX [(Az(7)2)/7] and verify that it is

insensitive to the particular time chosen as long as it is within the diffusive regime.

According to the mean-squared displacement and velocity autocorrelation function the system
behaves dynamically like a simple liquid. The next step in our analysis is to measure the viscosity
of this strange simple liquid, which we accomplish by considering motion parallel to the applied
force. If the response of the medium is indeed linear and the drag on the test particle is indeed
viscous, then the velocity should be linear in the force on average. In fig. 5.4 we show a scatter
plot of the instantaneous force acting on the particle as a function of its instantaneous velocity. The
cloud of force data has a clear upward trend as a function of velocity, so that positive forces applied
to the test particle result in positive velocities and negative forces to negative velocities. The wide
scatter in the data is a consequence of applying a small force to the test particle — it can still jostle

about due to collisions with balls but on average it moves in the direction of the applied force. We
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Figure 5.5: [Mobs] Mobility of test particles of different mass as a function of oscillating force
frequency. Except for the very heavy steel ball, the data all collapse and are constant for frequencies
less than 10 Hz.

fit to a line and extract the slope which is the inverse mobility.

For this particular density and driving rate, and for this particular test particle, we are able
to simultaneously measure the diffusion coefficient and the mobility. However, in addition to
linearity in the force amplitude, we must verify linearity in the oscillating force frequency, as well
as independence to the test particle parameters. To verify linear frequency response we perform a
frequency sweep holding the system density and driving airspeed constant. To verify the mobility
is independent of test particle parameters and force amplitudes, we repeat the measurement with
different test particles composed of materials with different mass and friction coefficients. The
legend in fig. 5.5 shows the test particle parameters and associated tilt amplitudes. The test particle
materials used in descending molecular weight are Steel (St), Teflon (Tf), Acrylic (Ac) and Wood
(wd). All are solid spheres with different surface roughness and friction coefficient appropriate
to the material type. Consulting the data we see the mobility is indeed independent of the applied
force amplitude and frequency. We also see that it is independent of the friction coefficient and

weight of the test particle as long as it isn't too heavy. The mobility measured with the steel
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ball clearly deviates from the others which we believe is due to the fact that it feels much greater
gravitational and frictional forces and plows through the system without regard to the bath particles.
In any case, as long as we choose one of the other test particles and measure the mobility for
frequencies less than 10 Hz, the response will be linear in force frequency and amplitude for this

simple but strange liquid.

5.5 Effective Temperature Comparison

To this point we have introduced two distinct effective temperatures. We have introduced the
thermometer temperature, which is defined in terms of the average energy stored in a weighted
sphere, and we have introduced the Einstein temperature, defined in terms of the ratio of diffusion
to mobility of a test particle dragged through the system. The final effective temperature is the
granular temperature of the bath particles, which we define as their area-weighted kinetic energy.
Armed with these three effective temperatures change the systems density and driving to see how
they respond on the approach to jamming.

There is more than one way to approach jamming for our driven-dissipative granular system.
We can either increase density or decrease driving rate. Fig. 5.6a shows the result of holding the
driving rate constant while increasing the density. Fig. 5.6b shows the result of holding density
constant while decreasing the driving. In both cases we have measured each of the three effective
temperatures. For the thermometer temperature we have measured it for two different thermome-
ters with different moments of inertia and mass, to ensure that the results are independent of ther-
mometer composition. For the Einstein temperature we choose a wooden ball at a frequency of 1
Hz and amplitude of 0.009 deg.

Holding airspeed constant and increasing density we see that the system follows a diagonal
trajectory on this temperature-density phase space as it approaches random close packing. On
this trajectory all three effective temperatures agree until approximatety0.55. Beyond¢ =
0.55 the granular temperature and the thermometer temperature agree but the Einstein temperature
begins to systematically deviate from the others.¢By 0.70 it is an order of magnitude smaller
than the other temperatures. Holding density constant and decreasing the driving airspeed fig. 5.6b,

we see a similar trend since this is another route to jamming.
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Figure 5.6: [TbTtTe] (a) Comparison of the three effective temperatures as a function of area

fraction and (b) as a function of the driving airspeed. The 5th area fraction in (a) is the same

driving-density phase space point as the 5th airspeed in (b) and roughly marks when the Einstein
temperature deviates from the other two temperatures.
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At high driving, the system behaves like a simple liquid and there is good agreement between
all effective temperatures. Atlow driving or high density the granular temperature and thermometer
temperatures agree but the Einstein temperature drops precipitously. Taken together, as jamming is
approached by increasing density or decreasing driving, we see similar deviations of the effective
temperatures. The Einstein temperature which is related to the relaxation of the system through
rearrangements and the sampling of phase space, is far smaller than the other two effective tem-
peratures. At short times the balls can move in their local neighborhood but on longer times the
system cannot rearrange globally. Thus, there is a disconnect between the short time ballistics
of the particles and longtime relaxation of the system, and a straightforward application of the
Einstein relation predicts a temperature that is much “cooler” than the granular temperature or

thermometer temperature.

96



Chapter 6

Probing Avalanche Dynamics using

Speckle-Visibility Spectroscopy

6.1 Abstract

We apply a new light scattering technique called Speckle-Visibility Spectroscopy to the study of
avalanches. By directly relating the rate of change of the scattered speckle pattern to the fluctuation
dynamics of the flowing sand particles, we attain a precision of 0.1 mm/s. Running for 35 hours
at 58 kHz, we simultaneously observe the microscopic short-time fluctuations of the sand particles
and the long time behavior of thousands of avalanche events, and thus report avalanche frequency
statistics and average shape. Interestingly, while all avalanches turn onin 0.3 s and in a similar way,
there is a wide variation in how avalanches turn off. The fluctuation speed reaches a maximum just
after the avalanche begins, it remains constant for a while, and then decays to zero. Power spectra
of the full data set show that as avalanches slow the dynamics are self-similaif¢) and the

normalized variance of different events diverge at the turning off time.
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Figure 6.1: [setup] A picture and diagram of the experimental apparatus as seen from the side.

6.2 Methods

6.2.1 Experimental Apparatus

The sand of our avalanches is 30 glass spheres with polydispersity of about 10%. The spheres
are clear shiny balls that can be easily imaged with far-field lighting. The apparatus is built of two
parallel non-static plexiglass walls with a square aluminum bar sandwiched at the bottom and one
at the top, Fig. 6.1. The non-static coating is necessary to prevent sand from sticking to the walls.
The aluminum bar at the bottom is the “floor” of the apparatus, on top of which the sand pile sits.
The aluminum bar above obstructs the sand flowing onto the pile, slowing it down so that it does
not impart much momentum initiating an avalanche. Sand is stored in a large metal funnel above
the apparatus and slowly trickles through a sand valve with a knife edge, which allows us to control
the flow rate td).01 g/s. Sand flows between the plates and a pile builds until the maximum angle

of stability is reached. As more sand is added an avalanche flows until excess sand is exhausted,

the angle of repose is reached, and the sand comes to rest, allowing the process to repeat.

6.2.2 Digital Video Imaging

The big hurdle to directly observing granular avalanches is that even if the grains are perfectly
clear, as they are in this experiment, entering photons are multiple-scattered so the pile appears
opaque. One way around this is to submerge the grains in an index matched fluid, but this severely

alters the system. Another method is to track particles at the surface. We image the surface of
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Figure 6.2: [BigTop] (a) An image from above of the top layer of sand taken with a high speed
camera at 1000 fps. To obtain velocity profiles, the particles can either be tracked or the images can
be analyzed using PIV. (b) The flow profile across the cell is nearly parabolic parallel to the flow
and constant perpendicular to the flow. The fluctuations of the surface layer obtained by particle
tracking are consistent with SVS measurements. (c) The flow profile down the cell is constant both
parallel and perpendicular to the flow. The fluctuations are also nearly constant.+@r0 cm

the sand is close to the end of the channel and begins to free fall.

99



0.8

0.6

y (cm)

0.4

0.2

LI E N B B S B B B N B B B N B B

-0.05

-0.10

Lo AL L L

z (cm)

-0.15

-0.20

(e}
N
—_
o
—_
N

Figure 6.3: [SmallSand] (a) The flow speed in the x-direction as a function of y, which is the
channel width. The profile is more plug-like than for the bigger spheres. Inset is an image taken
from above of flowing glass spheres 10 in diameter. (b) The flow speed in the x-direction as

a function of z, depth. The flow profile decreases non-linearly as a function of z and drops to zero
abruptly after about 20 layers. Inset shows an image of the flowing spheres taken from the side.
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continuously flowing sand from multiple angles with a high-speed CCD Phantom camera, storing
2 s movies at 10000 fps. We use standard particle tracking routines available in both IDL and
LabVIEW to locate particles within the 1 cm x 3 cm field of view. For a continuous flow rate of

2.5 g/s we typically track 10000 individual particles for 0.1 s each.

An example image from one movie is shown in fig. 6.2a. Gravity points into the image at an
angle of about 30 degrees, and has a projection in:thglane parallel to the-axis. Thus, the
net flow is along thec-axis. By accumulating statistics from many such images we can measure
the flow profile of the sand along different directions as a function of batindy. In fig. 6.2b
we show the flow profiles as a function 9f v, (y) is greater in the center of the channel than
at the edges. We verify these particle tracking results using a fourier implemented particle image
velocimetry (FPIV) that we have developed. In our method a grid is overlaid on the image. In
each grid box is a section of the image. Each section is transformed using a two-dimensional fast-
fourier transform routine. Each image transform is then multiplied with its transform at later time
and back-transformed. The result for each image section is a two-dimensional peaked function
where the displacement of the peak from the origin is the distance that the the two original images
must be shifted in order to obtain maximum overlap — this is the two-dimensional equivalent of
computing the cross-correlation between two nearly identical functions displaced by a constant.
This method is fast and works well provided that (1) the images have not changed much over the
time interval (i.e. the functions are essentially identical aside from a uniform displacement) and
(2) the displacement is small compared to the size of the image in the grid box so that edge effects

do not affect the location of the cross-correlation peak.

In general, our FPIV method is far easier to implement and more reliable than particle tracking
because specific image features do no need to be identified. We have measured the flow profile in
the v, (y) direction using both particle tracking and FPIV. Both show that the profile is parabolic
across the channel. Evidently, grains near the wall feel a friction force that slows them down.
In addition to the average flow velocity, we also measure the fluctuations in-tlrection as a
function ofy, dv,(y). Previous work showed that the fluctuations scale with the derivative of the
average flow [48]. We see in fig 6.2b that foy(y) « y2, we havesv,(y) « y. Such velocity
fluctuations in a granular systems are often referred to as a the “granular temperature” which in

our case is not constant across the channel. Another profile of interggtyis On average it is

101



zero. However, fig. 6.2b, shows that fer< 0.5, v, < 0 and fory > 0.5, v, > 0. This small
upward trend suggests that sand particles flowing down the channel tend to migrate towards the
walls, which is visible to the naked eye in the movies and implies that the flow is probably not
constrained entirely to two-dimensions. Nevertheless, the velocity fluctuatignare constant

across the channel and are also less than

Fig. 6.2c shows the flow profile as a functiongfwhich is distance down the channel. Not
surprisingly, the average velocity of the flowing sandy) is essentially constant down the channel
for continuous flows, with a slight increasedn,(y) as the channel edge is reached. yAt 4
cm the channel ends and the sand falls over the edge into a bin. This “sand fall” looks similar to a
water fall and according to the increasein.(y) may influence the flow dynamics 2 cm upstream.
The perpendicular component of the flow is constant and zero even though the fluctuations are non-
zero. Comparison with all fluctuations show that the granular temperature is spatially dependent
even when the sand is flowing in a steady-state. In addition, the granular temperature is different

along different directions — it is larger in the direction of larger flow.

To investigate whether the flow profile depends on the size of the sand particles with respect
to the width of the channel, we also measure it for smaller sand particleg;rh@f)ass spheres,
in the same geometry with the same channel width. Like with the big grains, we supply sand at a
flow rate large enough so that the sand flows down the channel continuously without avalanching.
In fig. 6.3 we show just the primary profiles of interest, which are obtained using the same camera
and particle tracking routines we use for the big sand particles. Fig. 6.3a shows the flow profile as
a function of channel width,.(y). The first thing to notice is that the flow is faster with the smaller
grains. Indeed, all the dynamics of the smaller grains are faster — they flow faster, they fluctuate
faster, and in the intermittent regime, avalanches are shorter and more frequent. Interestingly, the
flow profile from above is more plug-like than for the larger grains. Indeed, there is a shear-band
near either edge that is about 20 grains thick. The grains in the center are moving at a more constant
velocity and nearly twice as fast as those near the edges, which is the same that we see from above
for the larger grains. But the top profile only relates one projection of the total flow. Fig. 6.3b
shows the flow profile as a function of depth(z), which is the projection perpendicular to the
top projection, as indicated by the inset images. The flow speed in-thection as seen from

the side decreases as a function of depth. In fact, the speed scales exponentially with depth, as is
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shown in the fit in the inset. Thus, the side profile shows an instantaneous snapshot of the flow
at different stages of jamming as a function of depth. In the topmost layer the sand flows rapidly
without hindrance. Down below it gradually decreases until reaching a jamming depth at about
z = —0.22 cm. To verify whether the flow profile within is similar to what we see in the surface
layers, we can estimate the total sand flow by assuming that profiles we observe on the surface
persist in the bulk. Computing this extrapolation and comparing with time averaged measurements
of the flow rate using a scale and stopwatch, we find agreement to our profile estimate so that flow
in bulk is probably not too different from ehat is visible at the edges.

By using particle tracking and FPIV on the surface layers of continuously flowing sand we
are able to characterize three-dimensional aspects of continuous granular flow down the channel.
Strictly speaking, the flow profile we observe is only applicable to continuously flowing sand, and
additional video experiments will be necessary to characterize the intermittent flow of avalanches.
Nevertheless, we do uncover that the velocity profile is not constant across the channel or as a
function of depth. We also learn that the shape of the profile depends on the size of the sand
particles with respect to the channel width, and is more plug-like for smaller grains. We speculate
that that with even smaller grains or a wider channel, one would observe an even more plug-like
profile, with a constant region in the center and shear boundaries at either edge. In our system the
existence of a non-constant profile across the channel could be symptomatic of boundary effects

that may influence the long-time behavior and periodicity of avalanches.

6.2.3 Speckle-Visibility Spectroscopy

Particle tracking and FPIV on the surface layer provide a partial visual depiction of granular flow
down the channel, and estimations based on the surface profiles show that the flow in the bulk
is similar to that on the surface. However, video imaging has major drawbacks. The frame rate
necessary to track particles is so high that we are limited to observation durations of only a few
seconds at a time, which is insufficient for observing an avalanche. Moreover, the smallest ob-
servable displacements are set by the size of the particles themselves and most of the small sand
fluctuation will be missed. Even then, we can only see the surface layers. A complimentary ob-
servation method that overcomes many of the difficulties and limitations of digital imaging is a

recently developed light scattering technique called Speckle-Visibility Spectroscopy (SVS).
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Figure 6.4: [TwoAvalanches] (a) A blow-up of the speckle pattern as a function of time for an
avalanche turning on, indicated as the gray region in the figures below. When the sand is static the
speckle pattern is constant so that there are constant streaks as a function of time. As an event turns
on the speckle pattern begins to change. The variance ratio (b) is a measurement at each instant of
the ratio of the visibility of the speckle pattern for the exposure times of T and 2T. When the speckle
pattern is constant (streaks) its visibility is independent of exposure duration, and thus the variance
ratio is one. When the sand flows, the speckle pattern changes quickly and a short exposure is
necessary for a sharp speckle pattern so that the variance ratio is less than one. Using theory for
back-scattered light the variance ratio can be transformed numerically into the fluctuation speed of
the sand particles (b) which is the granular temperature.

104



SVS works by measuring the visibility of a speckle pattern on a CCD camera as a function of
exposure duration. We shine a solid-state, diode-pumped, frequency-doubled Nd:Vanadate laser
at 532 nm at a fixed output of 4 W. The laser is passed through a lens that expands the beam
to 1.3 cm in diameter. The diameter of the beam spot on the pile is defined as twice the radial
distance from the center to the point that the laser intensity dropgeto its peak intensity. The
channel width is 1 cm in diameter. Thus, the beam spot fills the channel. The beam penetrates to
a depth of about one centimeter so that we sample a cubic-centimeter volume. Photons from the
coherent source enter the pile and are multiple-scattered. Upon exiting the spectrum is broadened
and creates an interference (speckle) pattern on the CCD, which we observe at 58 kHz using a
2 x 1024 8-bit Basler linescan camera. The particular interference pattern imaged at the CCD
depends on the location of the scattering sand particles with respect to the laser and camera. Thus,
if the sand particles move, the speckle pattern changes. Using theory for backscattered light [71]
we can directly relate the rate of change of the speckle pattern to the motion of the sand particles.
Because the speckle pattern is an interference pattern, this method is sensitive to motion on the
scale of the wavelength of the scattered light; we do not measure the average flow of the sand but
rather the velocity fluctuations and thus the granular temperature.

We supply sand to the pile at at a rate 0.1 g/s, which is too slow to drive a continuous flow,
and so we are in the intermittent (avalanching) flow regime. In fig. 6.4a we show a pixel vs. time
image of the speckle pattern as an avalanche turns on. When the pile is static the speckle pattern
is constant and the pixels form streaks as a function of time. When an avalanche begins the sand
particles fluctuate and the speckle pattern changes. As in Ref. [71] we define the visibility of the

speckle pattern as the normalized variance,

W) = U= 1] (6.1)
T
= [ 2-yDm@pa (6.2)

whereT is the exposure duration/?) is the intensity moment across the CCD for the exposure
durationT’, and g (t) is the electric field autocorrelation function. The visibility of the speckle
pattern on the CCD depends both on the exposure duration and the rate of change of the speckle
pattern. If the CCD is exposed for a short duration compared to the rate of degaft pfone

observes a sharp speckle pattern. If it is exposed for a long duration compared to the rate of decay
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of g1(t), one observes an averaged out speckle pattern. We save only the first and second intensity
moments of the two exposure duratidghgnd27’, which allows us to stream data continuously at

a frame rate of 58 kHz, whefE = 17.24 us, while still saving enough information to measure the
variance ratio of the two exposure durations. We then transform the variance ratio into the sand

fluctuation speed via the formula,

2T —dr_ 144
BRT) | v -ltdr 6.3)
Vo(T)  4(e 2 — 1+ 2x)

To measuréwv eqn. 6.3 must be inverted far, which we do numerically. For back-scattered light

x ~ 47Tév/ A, with A = 532 nm for our laser, which gives us the sand fluctuation speed.

Fig. 6.2b shows the variance ratio time trace of the visibility of the speckle pattern for the ex-
posure durationg” and2T'. In this 80 s snippet of data we observe two avalanches. Before the
first avalanche the sand is static, the speckle pattern is constant, and the variance ratio for the two
exposure durations is one. After the avalanche turns on the ratio drops below one to a value that
depends on the fluctuation speed of the sand. Fig. 6.2c shawsfor the corresponding variance
ratio time trace above. When the visibility of the speckle pattern is independent of exposure du-
ration the sand particles are static. Thus,when the variance ratio ig®orgezero. As the grains
begin to fluctuate th& (27")/V(T) < 1 andév > 0. The avalanche turn-on time is set by the
amount of time it takes the head of the avalanche to traverse the beam spot. For a beam spot size
of 1.3 cm and a typical flow speed of 3.1 cm/s (fig. 6.2), we estimate the turn on time to be about
0.4s.

Using this method we are not only able to observe the turn on dynamics but all the dynamics
of thousands of avalanches. As discussed, our method is sensitive to the velocity fluctuations of
the sand particles and we therefore measure the instantaneous granular temperature. Because we
stream highly compact data continuously we can observe the system for tens of hours depending on
the patience of the experimenter and the size of the hard drive. Typically, 1 hour of data consumes
about 4 GB of space. Thus, given a data capture rate of 58 kHz and a modest observation time of

100 hrs, we attain ten orders of magnitude in dynamical range.

106



250 -

@ 150 |-

off

-

Histogram

0 50 100 150 200 250 3 4 5 6 7 8
tg (s) dv__ (mm/s)

max (

Figure 6.5: [Statistics] The top row shows correlation plots between time and velocity observables.
(a) Correlation between the time-on in time-off durations. (b) Correlation between the maximum
fluctuation speed in the time-off duration (c) Correlation between the time-on duration and the
maximum fluctuation speed. The bottom row shows histograms for time and velocity observ-
ables. (e) Histogram of the duration of avalanche events. (f) Histogram for the duration between
avalanche events. (g) Histogram of the maximum fluctuation speed obtained by the avalanche.
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6.3 Avalanche Statistics

The enormous advantage of SVS for this system is that we can simultaneously observe the micro-
scopic fluctuations of the sand particles and also the long time behavior of thousands of avalanches.
This allows us to directly see how the microscopic motion of the sand relates to avalanche fre-
guency and properties, such as the relationship between the composition of the pile and the types
of avalanches that occur.

To begin, we compile statistical data on three observables, shown in fig. 6.5. Figs. 6.5(d-f) are
histograms and (a-c) are correlation plots between the variables. Fig. 6.5a is a histogram of the
duration of each avalanche, which is the time when motion is first observed to the time the pile
comes to rest. Previous studies [48] showed that the average time of an avalanche is independent
of the rate at which sand is added to the pile provided that it is well below the transition from
intermittent (avalanching) to continuous. In such a “quasi-static” regime, the flow rate only effects
the time between events. Therefore, we choose a flow rape-010.07 g/s which is well below the
transition point at). ~ 0.4 g/s, but still high enough that we observe avalanches often. For this
choice avalanches occur periodically, with duration distributed asymmetrically about an average
lifetime of 16 s, and having a particularly high tail due to uncommonly long-lived avalanches.
Indeed, while avalanches tend to occur roughly periodically, they are not perfectly periodic, and
there is a preference for longer lived avalanches which exhaust much more of the sand supply than
usual. We speculate that the source of this wide variability among avalanche lifetimes is the wide
range of stable packing densities and angles of the granular pile. Small differences in granular
configuration can be the difference between whether an avalanche forms or not and will ultimately
govern how much sand is available and how long an avalanche will live.

The amount of time that the pile is static depends on how much sand must be replenished to
initiate another avalanche. The amount of sand needed depends on the amount of sand exhausted
by the previous avalanche. Because there is a wide variation in avalanche duration there is a wide
variation in the amount of sand exhausted, and therefore also in the time between events. This is
shown in fig. 6.5e. The average time between events is about 50 s. Yet, the distribution is neither
narrow nor symmetric. Like the distribution of times on, the distribution of times off has a high tail
for particularly long times between events. In some instances the time between events is hundreds

of seconds, many times the average, so that the pile was either uncommonly low to begin with, or
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built to an uncommonly high but stable angle. Another peculiar feature is that the distribution has a
small second hump at smaller times. This hump may be the result of there being two characteristic
stable angles just before avalanches flow, a steep angle initiating a big avalanche that exhausts
much sand, and a smaller angle that initiates small avalanche that exhausts less sand. If this is the

case, it is interesting that the duration of events is approximately gaussian with a single peak.

The time of events and the time between events relate to the long time behavior of the avalanche
cycle. To connect this behavior to the microscopic dynamics of the sand particles we compile a his-
togram of the maximum fluctuation speed attained by the sand particles in each avalanche, fig. 6.5f.
This speed always occurs just after the avalanche turns on. Unlike the distributions of times on and
off, this distribution is symmetric about the average valuéwf= 5.5 mm/s. However, like the
others, it has fat tails and is peaky (“leptokurtic”), so that it is non-gaussian. These tails may be yet
another manifestation of the wide variability of avalanche size since it is likely that big avalanches
and small avalanches start with different fluctuation speeds. To investigate this possibility further
and directly relate the microscopic behavior of the sand particles to the macroscopic behavior of
the avalanches they make up, we construct correlation plots between the different observables,
fig. 6.5(a-c). Fig. 6.5a shows the correlation between time on and off. The double peak in the
H(t,ss) results in two blobs in the correlation plot. However, the two blobs do not have the same
average suggesting that there is a correlation between the duration of events and the time between
events. In particular, avalanches that are longer lived are preceded and followed by longer times
off. Avalanches that are short lived occur with less time between them. Given that the flow rate is
approximately constant, both observations support that the size of the avalanche is determined by
the amount of sand that is available to be exhausted, and that this amount varies greatly. Yet more
evidence is available in the correlation between the maximum fluctuation speed of an avalanche
and time off, fig. 6.5b. While there is no correlation among the averages{i.is.constant), the
variability of v does seem to increase the shorter the time between events: as events get closer to-
gether, the dynamics become less predictable. Fig. 6.5¢c shows a plot of the average time on versus
the maximum fluctuation speed. Because each of these distributions had a single peak, we see only
a single blob. However, there is a strong correlation between these two observables — longer lived
avalanches tend to start faster. This again supports the notion that there is a variation in avalanche

size, because if there were not, then one would expect that fast avalanches would end quicker than
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Figure 6.6: [AverageAva] Mean and standard deviatiod«ft) timetraces for 1500 avalanche
events. Inset is mean and standard deviation with) normalized by)v,,,, andt normalized by

ton-

slow avalanches, which is in direct opposition to what we see here. A more likely possibility is that
there are both small and big avalanches and that the big avalanches start off with an uncommonly
large amount of sand, and therefore the pile is at a steep angle just before the avalanche starts. The

steep angle gives rise to both a fast starting and long-lived avalanche.

6.4 Anatomy of an Avalanche

Amazingly many of the most basic questions about avalanches remain unanswered. For example
how similar are different avalanches, and how long do they last? Do all avalanches start and end
the same way, and if so, is there a universal avalanche shape? These questions and others can be
partially answered by observing the average behavior of many avalanches. In fig. 6.6 we show
the average “shape” of an avalancheinvs. ¢t space. To generate this figure we have observed

thousands of events and aligned them according to their start time, which is defined as the moment
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Figure 6.7: [AverageOn] A blow up of turning on region of the averégg) with its contour in
the background. A wavefront is at the head of each avalanche. After the wavefront passes the sand
flows smoothly and gradually slows down until finally turning off.

at whichdv = 0.01 mm/s. Then we compute the mean and standard deviation over all events, as

plotted.

According to the average avalanche shape fig 6.6, we see that avalanches tend to turn on quickly
and shortly thereafter attain their peak fluctuation speed. From that point forward they gradually
slow until finally coming to rest. The standard deviation of different events shows that there’s a
wide variation in how avalanches turn off. As the same supply is exhausted and the avalanche
approaches its end the pile stutters and eventually stops. The precise moment that an avalanche
ends depends on the precise details of the pile and the particular dynamics of the flow. As a result,
the turning off time varies widely among different events, and simply averaging them together
results in a distorted average shape. For example, the high tail at long times is an artifact of
averaging short and long lived avalanches together. To remove this artifact and uncover the true
avalanche shape we normalize each event by its characteristic obseryahlgsandt,,,. Plotted
this way the different stages of an avalanche’s lifetime become apparent. In the first few moments
after the avalanche turns on it achieves its maximum fluctuation speed. From that point foreword
it slows with nearly constant deceleration as it exhausts its sand supply. At an age of about 0.8 the

fluctuation speed takes a sharp turn downwards in the avalanche ends.
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Figure 6.8: [AverageOff] The standard deviation normalized by the mean for 1500 separate
avalanche events. Inset shows the same quantity calculated for the normalized avalanche shape.

Zooming in on the first stages of an avalanche’s life, we see that there is a structure in how
an avalanche turns on, fig. 6.7. The average avalanche turns on in about 0.3 seconds, which is
related to the flow speed and determined by how long it takes for the avalanche front to traverse
the beam spot. Over this time the pile goes from being completely static to attaining its maximum
fluctuation speed. One can think of the(t) time trace as relating to the spatial composition of an
avalanche. Early times correspond to the avalanche head and later times to regions farther up the
pile. In previous studies [11] it has been discovered that the front of an avalanche has a complex
structure that depends on the properties of the flowing grains. For example, one can see convective
rolls either foreword or backward depending on how coarse and polydisperse the grains are. This
rolling wavefront may be the reason for the sharpnes®gf,,. just after turning on, but without
direct imaging of the front in this experiment it is impossible to say for certain. After an avalanche
exhausts the majority of its sand supply it reaches a stage of cessation. At this stage the avalanche
begins to start-and-stutter before stopping. As a result, there is much variation among different
avalanches regarding how and when they turn off. To highlight this point, we plot the normalized

variance of different avalanches in fig. 6.8, which diverges at the turning off time. To remove
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Figure 6.9: [PSFull] The power spectrum &f(¢) for the full 35 hour data set. At very high
frequencies the power spectrum saturates to a constant demarcating our measurement accuracy.
Frequencies from 0.1 to 100 Hz are timescales of the sand fluctuation speed during avalanche
flows and showl / 2 noise. There is a peak at the average avalanche frequendy @mwise for

lower frequencies having to do with spectrum many avalanche cycles.

discrepancies due to differences in avalanche duration and fluctuation speed, we also compute the
normalized variance of the normalized shapes as before, shown in the inset. Whichever way we

plot it, the normalized variance diverges at the turning off time.

6.5 Avalanche Dynamical Scales

To conclude our study of avalanches we plot the power spectrum of the full 35(hy time

trace, fig. 6.9. The enormous dynamical range afforded us with speckle-visibility spectroscopy is
necessary since we see spectral power over nearly all frequencies observed. At the very highest
frequencies, we resolve the noise floor. At lower frequencies, between 0.01 and 100 Hz, there
is a large contribution to the spectral power from velocity fluctuations of grains in the flowing
state. The spectrum peaks between 0.01 and 0.1 Hz, corresponding to the timescale of avalanche

occurrence. On very long timescales and very low frequencies the power spectrum apprgéches
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implying that there is structure to how often avalanches occur.

In this study of avalanches we've characterized both the statistics of avalanche occurrence,
how long they are on and how long there off, and also the dynamics of avalanches in the flowing
state, and we've done so using a single light-scattering technique. Speckled-visibility spectroscopy
permits us to observe avalanches over ten orders of magnitude in time so that we are able to
capture the complete dynamics of 1500 separate events. With this data, we uncover a characteristic

avalanche dynamical structure.
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Chapter 7

Conclusions

This work has focused on two different classes of experiment. Both have to do with collections of
grains driven close to jamming. In the first class of experiment we have studied grains fluidized by
air moving in two dimensions at the various densities and driving amplitudes. In the second class
of experiment we have studied avalanche flows using light scattering.

The primary result of the first class of experiment was to uncover striking similarities of gran-
ular systems driven close to jamming and thermal systems undergoing a glass transition. Struc-
turally, the pair correlation function and circularity factor distribution of Voronoi cells show hall-
mark features that increase in prominence with proximity to the jamming transition. Each of these
functions developed characteristics that were a direct consequence of the spheres being packed
tightly together, essentially in hard-core contact. As a result, local packing symmetries which
are incommensurate with crystallization nonetheless affected the average shape of Voronoi cells
and the likelihood of finding neighbors at noninteger distances. Dynamically, the tight packing
resulted in a subdiffusive plateau at intermediate times in the mean-squared displacement. From
a rheological standpoint the system is rigid over a certain range of intermediate times (or large
forces) and deforms viscously at long times (small forces). The similarity goes beyond ensemble
averages over single particle quantities such as the pair correlation function and the mean-squared
displacement. Looking at the displacement fields in space, dynamical strings became evident that
were reminiscent of similar dynamical structures seen in simulations of supercooled liquids and
colloidal glasses. These strings of correlated motion represent a dynamical length scale that in

the case of supercooled liquids diverged in a way consistent with Mode-Coupling Theory and the
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Vogel-Tammann-Fulcher Equation. Similarly, the dynamical length scale of this granular system
also diverged consistent with MCT and the VTF equation, and in fact a simple fit to the latter

extrapolated to the jamming transition density independently measured at 83%.

At low-density the system resembled a simple liquid. To test the extent of this analogy and
its relation to jamming we also measured three effective temperatures that in thermal equilibrium
are all equal. First, we measured the average kinetic energy of the spheres. Second, we measured
the average energy of a granular thermometer, which is a weighted sphere oscillator. Third, we
measured the Einstein temperature, the ratio of diffusion to mobility. The kinetic energy of the
balls and the granular thermometer are instantaneous and local quantities. For the energy of the
thermometer to have any thermodynamic meaning its potential and kinetic energy must be set by
the bath temperature and they must therefore be equal. We found this to be the case and were thus
able to define an effective temperature from the total average energy of the thermometer. However,
this effective temperature is only representative of the system if its time average is equal to the
ensemble average of the kinetic energy of the grains. Thus, the system must be ergotic. Going
one step further, the Einstein temperature relates the short time fluctuations of the spheres to the
longtime relaxation of the system, and this ratio is precisely set by the bath temperature, which
connects it to the other two effective temperatures. Each of these effective temperatures depends
on a different tenet of statistical mechanics in order for them all to be equal. We have therefore
measured them on approach to jamming to verify their consistency. How ever we cut phase space,
either by holding driving constant and increasing density or by holding density constant and de-
creasing driving, the instantaneous localized energies of the spheres and the thermometer were
significantly larger than the Einstein temperature, suggesting that spheres can vibrate in their local
environment without moving far and rearranging. In this sense, there is a disconnect between the

short time random vibration of the particles in the sampling of configuration space.

The second class of experiment we've studied has been granular avalanches flowing down a
channel using Speckle-Visibility Spectroscopy and high-speed particle tracking. The primary result
of this experiment was to record avalanche dynamics with unparalleled resolution over ten orders
of magnitude in time, which allowed us to observe both the short time microscopic fluctuations of
the sand particles and the long time behavior of thousands of avalanche events. This dynamical

range may seem excessive but avalanches span an enormous range of time and length scales. The
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shortest time fluctuations are components of avalanches and influence the long-time dynamics.
SVS provides us with the spatial resolution and dynamical range that is therefore necessary to fully
characterize this complex granular flow. But with this experiment we've only scratched the surface.

We have not yet completely characterized how changes at the microscale couple to macroscale
avalanche dynamics. One question is whether reducing the grain size is equivalent to increasing
the channel size. There are indications that a universal scaling will connect these two system

perturbations, but as of yet no experimental evidence has been obtained.
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Appendix A

Crystallized Steel Ball Bearings

In previous studies of air-fluidized grains some systems were seen to resemble thermal systems.
In the case of a single ping-pong ball, the system behaved exactly like a Brownian particle in
two-dimensions trapped in a harmonic potential, and the motion could even be described by sta-
tistical mechanics [1, 64]. We have also studied dense bidisperse packings of steel ball bearings
as a function of increasing area fraction to observe how the structure and dynamics change as we
approach jamming from below. This is the subject matter of Chapter 2. In this appendix we discuss
an auxiliary experiment performed with monodisperse packings of steel ball bearings in a hexag-
onal geometry. In fig. A.1 we show two pictures of the system for two different area fractions.
The hexagonal boundary is commensurate with crystallization and minimizes boundary-induced
defects. An insert is used both above and below the sieve to ensure that the air flows uniformly
upward near the walls. We observe the system as usual with a 120 Hz camera and track all particles
over the entire experiment.

The first measurement we present is the mean-square displacement shown in fig. A.1. At low
densities the mean-square displacements are essentially identical to what was seen for bidisperse
steel balls and resembles a simple liquid. At short times the mean-squared displacement is ballistic
and at long times diffusive. At very long times it saturates because particles diffuse to the boundary
and can go no further. At higher densities things are quite different. At short-times motion is still
ballistic but a plateau develops at intermediate times. This plateau is reminiscent of the plateau
seen previously in disordered bidisperse systems at high density, and was interpreted in terms of

the “cage” effect, in which particles are trapped in a cage formed of their nearest neighbors. Unlike
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Figure A.1: [CrystalMSD] The images show the system from above for low density and high-
density snapshots. At low densities the system is liquid-like and at high densities it is crystalline.

In the figure below we plot the mean square displacement for the four densities studied. At low
densities the mean-squared displacement is diffusive at long times and high densities when the sys-
tem crystallizes, the the mean-squared displacement saturates at long times. Because of turbulent
fluctuations, all densities are ballistic at short times.
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Figure A.2: [CrystalDOS] Density of phonon states computed from the Fourier transform of the
velocity autocorrelation function, averaged over all particles. At low densities the system is liquid-
like and the density of states approaches a finite value at zero frequency, so that there are transla-
tional modes. At high density when the system is crystalline, the density of states goesflike

f — 0, which is consistent with that of an atomic crystal in two dimensions.

bidisperse packings, this monodisperse system can crystallize at high density, as evident in the
image, and in such instances the mean-square displacement becomes even more flat at intermediate
times with a slope that is nearly zero over three decades. Thus, the particles are localized for long
periods and vibrate about equilibrium positions. The crystal is not perfect and at the very longest
times there is a slight upward subdiffusive trend representative of a few beads moving out of their

unit cells.

The mean-squared displacement shows that as density goes up and the system crystallizes
particle motion becomes localized over a wide range of timescales. Viewed from a different per-
spective, this crystalline system can be thought of as a material in which the correlated motion of
the beads are phonons excited by turbulent fluctuations from the air. These phonons can be quan-
tified by measuring the crystal’s density of vibrational states fig. A.2, which is calculated from the

velocity time traces [1]. For low densities, the density of states is liquid-like and increases with
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Figure A.3: [High] Three representations of the systemyfer 0.838. The first shows a raw image

of the system taken from above, showing that the system is clearly crystallized. The second image
shows the Voronoi diagram for the configuration with each cell colored according to its number of
sides. Six sided cells dominate the diagram, with a few 5-7 dislocations strewn throughout. The
third image shows a snapshot of the average velocity vectors for a time interval 10 seconds. The
velocity vectors tend to align along the crystal axis and are reminiscent of phonons.

decreasing’ so that it approaches the y-axis at a finite value. Thus, there are low-frequency trans-
lational modes and the system does not remain in the same configuration. The downward turn at
low frequencies for the three lowest area fractions is a finite size effect since particles diffuse to
the wall. The frequency at which the density of states turns down is equal to the reciprocal of the
time that the mean-square displacement saturates at the wall. For high area fractions the density
of states is very different. Beyond a certain area fraction the density of states develops a peak that
both broadens and shifts to high frequencies for high area fraction. Evidently, the system’s energy
is distributed among higher frequency modes when the balls are packed together in a crystalline
array. This is true even for high density disordered systems with the difference that the peak is
broader in the ordered case. At low frequencies for this monodisperse steel-bead crystal the den-
sity of states approachdg f, which is exactly what one would expect for crystals composed of

atoms in two-dimensions driven by thermal fluctuations.

The density of states is a way of quantifying how energy is distributed in the system. It is also
useful to look at the makeup of these phonons in space. In fig. A.3 we show a few images for

¢ = 0.838. The first image shows a raw picture of the system from above, and the crystallization
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is evident. The next image shows of Voronoi diagram for the configuration, with each cell colored
according to its number of sides. Six sided cells dominate the diagram with a few 5-7 dislocations
strewn throughout. The final image shows average velocity vectors for an averaging time of 10
seconds, which is within the plateau region of the mean square displacement and corresponds to a
frequency when the density of states has already approdghfedEven though motion is driven

by random turbulent fluctuations, the beads move in a correlated way so that such phonons tend to

align along the crystal axis.

122



Appendix B

Clustering in the Bed

This work was done in collaboration with Florian Ebert.

For some time we have sought to more thoroughly characterize the interaction potential be-
tween dense bidisperse packings of beads in the bed. We had no reason to expect that the potential
measured previously for two identical beads would apply in the case of many beads since the in-
teraction is supplied by the air, which is greatly perturbed by dense packings. What's more, in
previous experiments (Chapter 1, Ref. [1]) we learned that the interaction for differently sized
grains was inherently different to that of identically sized grains. In the case of two identically
sized grains we found the interaction was purely repulsive, but for grains of different size it was
repulsive at long-distances and attractive at short distances.

A recent study [36] bidisperse superparamgnetic colloids confined in two-dimensions and ex-
posed to a magnetic field, found that the small beads tended to cluster together. The difference in
the size of the colloids resulted in a difference in the way they interacted. Specifically, the interac-
tion was negative non-additive, which is to say that the sum of the small-big interactions was less
than the sum of the big-big and small-small interactions. It was then shown theoretically and in
simulation that clustering of the small beads would occur naturally in equilibrium.

Bidisperse packings of beads in the air-fluidized bed show clustering of a similar kind among
the small beads, fig. B.1. In the figure are two representative snapshots of two area fractions, a
low and a high, and clustering is evident in both. It is natural to wonder whether such clustering
in the bed is related to that seen in the colloid experiment, because if so it may imply that the

air-ball interaction is negative non-additive as well, and further strengthen the analogy of this
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Figure B.1: [Circlelmages] Representative snapshots of two different area fractions, as labelled.
The big grains are colored light gray and small grains are colored dark gray and have a size that is
proportional to the relative size of the grain. Clustering is evident at both area fractions and may

be a consequence of negative non-additivity of the bead-air-bead interaction.
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Figure B.2: [StructureFactor] The structure factor averaged over time and space as a function of
wave vector for three different area fractions. Each component of the structure factor is measured
separately, as labelled. (a) Taking all beads, (b) big-big, (c) small-big, and (d) small-small contri-
butions. The expectation based on previous negative non-additive systems is a small wave vector
peak in the small-small component [36].
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Figure B.3: [EulerCharacter] The Euler characteristic measured for (a) the big beads and (b) the
small beads, as a function of covering, or effective particle size. The curves have been displaced
by a constant for clarity.

driven-dissipative steady-state to thermal equilibrium.

The first step then is to measure quantitatively the clustering that is evident in the images.
Following the lead of the colloid experiment we measure the structure factor of each configuration
for different components separately and average over time, fig. B.2(a-d). The structure factor is
the fourier transform of the pair-correlation function and relates information about characteristic
distances between particles. We have measured the structure factor for systems of different density
with similar results and plot them all in the figure. Each figure presents a different component of
the structure factor for different bead combinations. In the colloid experiment the effect of small
bead clusters is a low wave-vector peak in the small-small structure factor with no corresponding
peaks in the other structure factors. This is exactly what we see, fig. B.2d. The wave-vector of the
peak corresponds to the reciprocal lengthscale of the clusters, which we find tb belacm,

about 3 bead diameters.

The structure function is therefore one way of viewing clusters. Another way is based on a
method from integral geometry that can characterize cluster morphology. The first step is to parse
the image into a grid and the gradually expand the “covering” of each particle, keeping track of the

number of connected domaing and holess. The Euler characteristics is thefi,= C — H. We
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measure the Euler characteristic for the big and small beads separately for the same three densities
as before, fig. B.3. The curves have been displaced by 2 for clarity. The salient feature is

the second plateau at abatit= 0.5, which is representative of the same spongy topology of the
small-bead clusters that was evident in the colloid experiment.

In this appendix we have shown that clustering of small beads in the gas-fluidized bed is quan-
titatively similar to clustering seen for superparamagnetic colloids at equilibrium. Simulation and
theory has traced the origin of this clustering to negative non-additivity of the interaction. In the
case of two spheres of different size in the gas-fluidized bed we found that the potential was attrac-
tive at short distances, and speculate that this may be the source of negative non-additivity in this

air-driven granular system.
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Appendix C

Voronoi Shape Fluctuations

In this appendix we present additional analysis performed on the driven bidisperse system of steel
beads discussed in Chapter 2. For each configuration that the system is in at each instant in time,
one can generate a unique two-dimensional Voronoi diagram. Such diagrams relate a multitude
of information about the system’s instantaneous structure. For example, one can immediately tell
how ordered the system is, if it is crystalline or amorphous, and how many nearest neighbors
each particle has based on the Voronoi criterion. Because the system is driven in a steady state it
continuously evolves into new configurations, and associated with each of these configurations is a
Voronoi diagram. Recent theoretical and simulation study of two-dimensional monodisperse atoms
undergoing crystallization showed that the fluctuations in Voronoi structure depend sensitively
on the degree of crystallization [73]. Additional work from the same group also showed that in
simulations the transition from a Wigner liquid to a Wigner glass could also be detected in the
noise spectrum of these topological fluctuations [74]. Specifically, the power spectrum of the
average number of six-sided Voronoi cells has a functional form that is constant (white noise) for

a liquid and1/ f for a glass.

Our system of driven bidisperse steel beads is similar to the simulation of bidisperse particles.
We track all particles at each instant over a wide range of densities, and thus are ideally positioned
to test the generality of this theoretical and simulation study. In this appendix, we present the re-
sults of the test, and find that the noise spectrum of Voronoi fluctuations provides an alternative

formalism for identifying the “pre-jammed” steady-state in our system, which is similar to the
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Figure C.1: [Timetraces] The top figure is for a low density system; 0.487 and the bottom

figure is for a high density system,= 0.792. The light blue curve shows the percentage of cells

that have six sides at given instant for each configuration. The purple curve shows the percentage
of cells that have circularity within half a standard deviation of the average at each instant for each
configurations. These topological averages fluctuate in a way that depends on the grain dynamics
and structure.
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supercooled state of thermal system. However, we note that this formalism like all others is inher-
ently dynamical since instantaneous Voronoi structure is not sufficient to distinguish the liquid and
glass states.

The method begins with the Voronoi diagram which is a mathematical transformation of the
instantaneous configuration. Next, we calculate the percentage of six-sided Voronoi cells at each
instant, which reduces the instantaneous configuration to a single nutier, Thus, we obtain a
time trace forPs(¢) that fluctuates as the system evolves into new configurations [73,74]. However,
we remark that because the number of sides of a Voronoi cell is a discrete quantity that changes
abruptly only as a result of large changes in particle locations, the noise spectrum will have a
limited range of sensitivity and may be prone to statistical error. We introduce another observable
based on the circularity of the Voronoi cells, a continuous quantity that varies smoothly and is
sensitive to small changes in structure. Specifically, we compute the average number of cells with
circularity within half a standard deviation of the average, which we Byf¥). Both of these
guantities are designed to capture fluctuations in Voronoi structure, and are plotted in fig. C.1(a,b).
Previous experiments (Chapter 2) showed that at low density the system resembles a simple liquid
and particles are free to diffuse and at high density it resembles a glass and particles are trapped in a
cage formed of their nearest neighbors over a wide range of timescales. These hallmark dynamical
differences are manifest in tt&;(¢) and Po(t) time traces, which fluctuate wildly for low density
and change more slowly for high density.

A way to quantify the noise of these topological time traces is to compute the power spectrums
of Ps(t) andPc(t), fig. C.2. For all densities and for both measures, the power spectrums approach
1/f? for high frequency. This was not seen in the simulations and we believe is because we are
able to observe the short time ballistics of the beads. The power spectrums change slope at the
average bead collision frequency and at lower frequencies the beads break through their cages
and move into new locations. At these frequencies the form of the noise-power depends on the
combination of structure and dynamics. For low density liquid-like systems the noise spectrum is
constant (white noise) and for high density glass-like systems, the noise spectrum apptggches
for both Ps(t) and Pc(t). This is in perfect agreement to the studies of Refs. [73, 74] and shows
that the noise spectrum of Voronoi fluctuations may be able to distinguish the glass-like behavior

of this driven-dissipative system.
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Appendix D

Sensitivity of the Four-Point
Susceptibility on the Overlap Threshold

Size

The four-point susceptibility, is based on the overlap order parameter and has developed a strong
following among persons seeking to understand anomalous dynamics in glass-forming liquids and
recently in granular materials (Chapters 3 andxyis useful because it is sensitive to correlated
motion. But in this appendix we will demonstrate that the overlap order parameter and four-point
susceptibility are trick functions to properly measure, and one must be mindful of systematic errors

introduced by arbitrary parameter choices.

The overlap order parameter, defined in Chapters 3 and 4, depends on the specified threshold
sizeay. Fixing ag is equivalent to choosing @vector in the intermediate scattering function and
corresponds to the overlap “size” of each particle. This overlap size is not the same as the particle
size. It can be ether bigger or smaller depending on the length scale of interest. The parameter
size is a necessary input that is used to calculate the fraction of overlaps between different con-
figurations. Depending on the size of the overlap function, one can greatly influence the fraction
of particles that overlap between two different configurations. To clarify this point we construct
fig. D.1a, which shows the self-part of the overlap order parameter for different parameter choices

for the same data) () is the fraction of particles that have remained within a radius,aff their
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original location as a function of time, averaged over all initial configurations. The plot shows that
even for exactly the same data, the choice@fshown in the legend of fig. D.1b, greatly influ-
encex) (7). If ag is too small, ther)(7) decays rapidly to zero due to short-time random ballistic
motion. if ag is too large, ther)(7) is insensitive to all but the largest displacements. These two
extremes may be easy to avoid and thus overcome, but there is a vast range of choices in between
and at some point the proper choice is not so obvious.

Sinceaqy influences)(7), it also influenceg4, which is defined in terms of the overlap order
parameter (Chapters 3 and 4). Fig. D.1b bears this out, showifigr the same data for the dif-
ferentag choices. Such sensitivity to the choiceagfis undesirable since one effectively specifies
the length scale of interest ahead of time, and may unwittingly limit the range of length scales
that will be observed. The interpretation and universality of\theneasured is also an important
question that must be carefully answered. In our test we show that by vagymger three orders
of magnitude, we shift the time of the peakyaf, which is a characteristic time of the dynamical
heterogeneities, by six orders of magnitude.

The natural question to ask then, is how one should go about choasifgsomewhat arbi-
trary but usually satisfactory way of handling the problem is to choose the overlap threshold size
at which the height of the peak gf, is a maximum as a function afy. For our system this turns
out to be about 0.1 to 1 ball diameters. As seen in the figures, over this range of overlap sizes, the
peak time and height of, doesn’t change very much. The characteristic length scale associated
with the dynamical heterogeneities, fig. D.1c, is also relatively constant over this rangesof
that there is some flexibility in the choice.

To sum up, one must be careful when measuring the overlap order parameter and related four-
point susceptibility. Both are sensitive to the choice of the overlap thresholdugizehich must
be specified ahead of time. One way of dealing this is to check the dependence of these functions
on ag and see whether there is a range over which they do not depend too strongly. There is
no guarantee that such a range will exist. Even then, one must choose a single value. Another
possibility suggested by the trends of the curves in fig. D.1(a-c), is it to average over many choices
of ag. We have developed two alternative methods, the persistent area and persistent bond, which
are more rigorous and straightforward to measure and also less prone to error, which is the subject

of Chapter 4.
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Appendix E

Energy Cascade in Driven Beads

Much work of late has uncovered so-called spatially heterogeneous dynamics (SHD) in a wide
range of systems. They've been seen in simulations of supercooled liquids, measured indirectly
in atomic and polymeric glass formers, and even in dense granular packings. The discovery of
SHD in granular systems is of particular interest since it implies that they may be a generic feature
of systems close to jamming. There is therefore a pressing need to discover an appropriate way
of quantifying SHD in all these systems, and there are already a few candidates. One that has
been around for some time in the glass community is the so-called four-point susceptibility, which
is related to the self-part of the intermediate scattering function and can be indirectly measured
using scattering techniques atomic systems [9]. Other candidates, which are the subject matter of
chapter 4, are the persistent area and persistent bond. The advantage of these functions is that they
can capture SHD over a wide range of time and length scales without the need to specify input
parameters or choose a wave-vector of interest. Recently, a very simple function was measured
in colloidal glasses [94], which was the the transverse and longitudinal velocity crosscorrelation
function as a function of distance.

In this appendix we introduce measurements of a different variety that are most closely related
to the colloid crosscorrelation function. Rather than computing the dot-product, we compute the
longitudinal velocity difference between particles. This function has a long track record the study
of turbulent fluids, and an enormous advantage is that it comes with a depth of theoretical under-
standing from the field of turbulence. A famous theoretical result by A. N. Kalmagorov showed

that the third moment of the structure function in a turbulent fluid follows the famous -4/5 law.
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Figure E.1: [MSDs] The mean-squared displacement for the two area fractions of interest. The
blue curve is for low area fraction and the red curve is high area fraction. The low-density system
saturates at long time due to finite system size, and is super diffusive between 10 and 100 seconds
due to a convection current.

That this moment is negative implies that energy cascades from large scales, in which it is injected,
down to small scales, where it has dissipated. The purpose of this section is to present results in
which the third moment of the longitudinal structure functiéh(r), was measured for a dense
disordered collection of steel ball bearings in two-dimensions driven by air. In previous studies the

system was seen to have spatially heterogeneous dynamics.

We have measured the structure function for two different steel ball bearing systems. Both are
50-50 bidisperse mixtures of two different sized grains. One consists of approximately 400 larger
grains, and the other of about 2000 smaller grains, although both are bidisperse. The results are
essentially identical except that the far larger number of grains in the small bearing system means

that we have better spatial resolution and better statistics. Therefore, we present those results only.

For orientation we present the mean-squared displacement for the two area fractions under
investigation, fig. E.1. As found previously (chapters 2-4), the red curve is for a low-density

liquid-like system and the blue curve is for a high density glass-like system. Both area fractions
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are ballistic at short times and diffuse a long times, with the high density system having a long-
lived plateau at intermediate times. This plateau is symptomatic of the so-called “cage effect” in
which particles are trapped in a cage of their nearest neighbors. Whatever the origin of the plateau,
this mean-squared displacement for this driven system of steel beads is essentially identical to that

of colloidal glasses and other glassy systems with spatially heterogeneous dynamics.

In the measurement of the structure function there are two relevant variables that must be
considered. There is the lag-time time, over which the average velocity is computed, and the
distance of separation between beads. In turbulence the structure function is presented as a function
of distance for a particular delay time interval. Following that procedure, we me&s(rgfor
a few delay-time intervals as a function of separation distance, fig. E.2. The intervals chosen are
labelled in the figures in terms of number of a frames, which are captured at a rate of 120 Hz. In
previous systems spatially heterogeneous dynamics are evident over a certain range of timescales.
At short times when the mean-square displacement is ballistic the velocity vector field is random
in space and there are no velocity correlations. At long times when the behavior is diffusive,
the velocity vectors are also random in space and again there are no correlations. However, at
intermediate times there is much heterogeneity in the velocity vector field and strong correlations
exist over multiple shells of the nearest neighbors. In the experiments presented here, according
to the mean-squared displacement, spatially heterogeneous dynamics should be evident from 1 to

100 s in the low-density system and from 0.1 to 1000 s in the high-density system.

In fig. E.2 we show the structure function results and corresponding average velocity vector
fields for the low-density system for different averaging times as labelled. It is clear that when par-
ticles are trapped and the mean-squared displacement plateaus, there are spatially heterogeneous
dynamics. They first become apparent at one second (100 frames) and last till about 100 seconds
(10,000 frames). Longer than 10 seconds the mean-squared displacement is super diffusive and we
start to see curl in the average velocity vector field, which is due circulation in the driving airflow.
This curl is constant in time and therefore does not influence functions like the four-point suscep-
tibility, persistent area, and persistent bond, but it clearly affects the structure function. It is also
evident that it sure times when the particles have not move very far, the structure function oscillates

due to the discrete nature of the beads. In turbulence such discreteness occurs at the atomic level
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and is therefore invisible, and this may be an important difference of granular systems. As the aver-
age time gets larger the oscillations increase in magnitude and become more negative. Eventually,
most of the function is negative, and for the imad@és- 1000 fr there is a change in slope in the
structure function at 2 cm, which is close to the length of the correlated velocity. In turbulence,
the fact that third moment is negative is an indication of energy cascade. In turbulent fluids it was
worked out theoretically that this moment follows the “-4/5 law” so that energy cascades from
large to small scales. Unfortunately, in this granular system the law cannot be properly verified
because the functional form is not the same. Sitill, the fact that this moment is negative may still

imply energy cascade to smaller scales.

For high-density things are quite different. According to the mean-squared displacement this
system is much more glass-like with a plateau that lasts for four decades. Dynamical differences are
also evident in the spatial makeup of the velocity vectors, shown in the images for different delay
intervals, fig. E.3. According to the MSD, caging lasts from 0.1 to 100 seconds, and comparison
with the images shows that spatially heterogeneous dynamics first become evidEntfoo fr
and last tdl" = 10000 fr. The heterogeneities are also larger than for the low-density system and
increase in both length and coherence with increased averaging time. We also note that because of
the high density of this particular system we do not see convection at our longest times. This could
be because the strong hard-core interaction of the beads far exceeds the small DC circulation in
the air, or it could be that with three more decades at long time such circulation would be evident.
Regardless, it is clear that there is strong spatial heterogeneity in the dynamics over the timescales
we do observe the system and they suffice to test the structure function. As with short times
in the low-density system, there are positive and negative oscillations in the structure function,
which again is a consequence of the discrete particle size. Interestingly, these oscillations persist
for large separation distances, well beyond oscillations in the pair correlation function. Unlike
low-density, the high density structure function oscillates symmetrically around zero with only a
slight preference for negativity, and we do not see obvious indication of energy cascade. The only
obvious difference between the velocity vector fields is the long time DC convection current. It is
also possible that we do not have sufficient long time resolution to see the cascade of energy since

the relaxation time of this glass-like system is orders of magnitude larger.

To conclude, the longitudinal structure function is certainly an interesting and novel way of
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analyzing granular flows. However, it does a poor job of quantifying spatially heterogeneous dy-
namics that are obvious in the images and it is clear that existing functions such as the four-point
susceptibility, persistent area, and persistent bond to a better job. Nonetheless, the deep theoretical
understanding that can be borrowed from the field of turbulence may inspire granular physicists to
study it more closely, since it offers an entirely unique perspective. For example, the fact that there
is negativitySs(r) could signal an energy cascade from large to small scandals in granular systems
such as this one. Such a cascade is something that granular physicists accept as an ideological truth

but have never rigorously verified.
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Appendix F

Small Sand Avalanches

The experiment that we present in this appendix is similar to that of Chapter 6 with the exception
that here are used smaller sand particles. The diameter of the sand used in this experiment is about
100 um with polydispersity of about 10%, so that these “small” sand grains are about a third the
diameter of the grains used in the experiment of Chapter 6. Our purpose for repeating the exper-
iment with smaller grains is twofold. First, we would like to know how changes at microscale
effect macroscopic avalanche behavior. Second, in the previous experiment we saw that the veloc-
ity profile across the channel depended on grain size. In particular, it was found to be parabolic for
the big grains and more plug-like for the small grains. We would like to determine whether these
difference in the profile are symptomatic of other differences in the avalanche cycle. For example,
it is possible that a parabolic profile is a consequence of force chains spanning the channel which
could interfere with the natural behavior of avalanches.

We have observed the small sand system for 10 hrs at a flow rate of 0.07 g/s. For this obser-
vation duration and flow rate we withessed 450 small sand events, which is about a third as many
events as were witnessed by observing the big sand for 35 hrs. In fig. F.1a we show a snippet of
the full dv(t) time trace. Each spike in the time trace represents an avalanche and it is evident that
the avalanches are approximately periodic and that the on-state comprises a small fraction of the
total cycle. One advantage of having such a short on-state is that we can be assured that we are
in the quasi-static flow regime, which is to say that increasing the flow rate only decrease the time
between events and does not affect the time of events. In fig. F.1b we show a zoom-in of the grayed

region in fig. F.1a. Even in this one event is evident that the small sand avalanches have a much

142



(a)

ov (mm/s)
O = N Wk 01O\

=) LR LLRRY LR RLLRELELLY LLLLY AL

I 1 1 1
400
time (s)

(@l ITTT1 FETT1 FETT1ATET1 IRIT1 ARTTINTIT]

®
=)™
(=)
—_

I
600

o)

(b)

ov (mm/s)
N W H~ 6} ]

—_

5 540 540.5 541 541.5 542 542.5 543
time (s)

@|||||||||||||||||||||||||||||

Ko

Figure F.1: [SmallAvalanches] (a) Example time tracejoft) for intermittent avalanche flow.
Each spike corresponds to a single avalanche event. (b) Zoom of the grayed region in figure (a)
showing the time trace for a single small sand avalanche.

143



150 prrr e e

100

togr (9)

50

Histogram
Histogram
Histogram
S
T

)3 oBmtrh v by by M T
3 0 50 100 150 4 42 44 46 48 5

tog (s) &v__ (mm/s)

max

Figure F.2: [SmallStats] (a) Scatter plot of the time-on and time-off durations. (b) Scatter plot of
the maximum fluctuation speed and the time-off duration (c) Scatter plot of the time-on duration
and the maximum fluctuation speed. (d) Histogram of the duration of avalanche events. (e) His-
togram of the duration between avalanche events. (f) Histogram of the maximum fluctuation speed
obtained by the avalanche.

peakierdv,,.,. and that the abruptness of the cessation of flow is much sharper, with little of the
stick-slip motion that was apparent with the big sand events. Direct comparison &f grew

that the small sand particles tend to fluctuate with smalleiand this is probably a consequence

of having reduced an important length scale, the diameter of the grains. Nevertheless, while the
fluctuation speed is smaller the flow speed down the channel is actually larger, as was measured

using superficial particle tracking.

F.1 Small Sand Avalanche Statistics

As in Chapter 6, we begin the study of the avalanche cycle by compiling statistics of time-on,
time-off, anddv,,.... In the bottom row of fig. F.2 we plot histograms of the three observables

and in the top row we plot correlations between the observables. Fig. F.2d shows a histogram of
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the time-on durations. The small sand avalanches have an average duration of 2.4 seconds with a
standard deviation of only a half second. The small sand avalanches last only about a tenth as long
as the big sand avalanches. In fig. F.2b we plot the time-off distribution, showing that on average
the small sand avalanches are off for about 80 s with the standard deviation of 20 s. This time off
distribution has only a single peak, suggesting that the double peak in the big sand experiment may
be an artifact of variation in the flow rate. Similar to the big sand histograms we see that there are
high tails that correspond to uncommonly long lasting events. These wide variations in how long
events last and how long they are off is related to the wide range of stable packing densities and
angles of the granular pile. Whether an avalanche will flow or come to rest does not only depend
on the volume of sand that has collected on the pile. It also depends on the particular arrangement
of the grains, which is a distinguishing feature of granular systems in general. In fig. F.2f we plot
the histogram obv,,... It is symmetrically distributed about an average of 4.5 mm/s with a small
standard deviation of 0.2 mm/s, suggesting that while small sand avalanches may vary widely in
size, they all tend to fluctuate at the same speed.

To take the analysis further we also consider correlation plots between the observables, fig. F.2(a-
c). Fig. F.2a shows the correlation between the time-off and time-on. Long time-offs seem to
correspond to long time-ons, suggesting that, as with the big sand avalanches and as suggested
by variations in the on and off time distributions, small sand avalanches come in different sizes.
After all, the time-off depends on how much sand must be replenished before the maximum angle
stability is surpassed. The time-on depends on how much excess sand is available above the angle
of repose. Both durations should increase for larger avalanches at fixed flow rate. In fig. F.2(b, c)
we plot correlations obv,,,, with time-on and time-off and, similar to the big sand avalanches,

find little correlation.

F.2 Anatomy of a Small Sand Avalanche

In this section we discuss the anatomy of the average avalanche dynamical shape. Avalanches tend
to occur roughly periodically with an average time off of about 80 s and an average time on of
about 2 s. To get a better sense of the dynamical shape of the on-state we average together 450

separate events witnessed over the 10 hr observation time, fig. F.3. To compute the average, we
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Figure F.3: [SmallShape] Average dynamical avalanche shape of 450 separate small sand events.
Similar to the big avalanches, there is a peak just after the turning on time followed by a gradual
deceleration as the sand supply is exhausted. There is a high tail at long tim8ss, which is

an artifact of averaging together events of different duration. Inset shows the average avalanche
normalized shape, in which each event is normalized by its maximum fluctuation speed and its total
time-on. Normalization removes the long time tail and uncovers the universal avalanche shape and
the abruptness of jamming at turning-off.
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line up the avalanches according to the time that they turn on, which we measure by thresholding
the dv(¢) data at 0.01 mm/s. Because the transition from off to on is very quick the threshold can
be changed by a factor of ten without changing the results of the average. We compute the average
avalanche dynamical shape by computing the mean and standard deviation over the different events
at each delay-time instant. As for the big sand, just after turning on the small sand events attain
their maximum fluctuation speed. Then the avalanche ages, constantly decelerating until reaching
the stage of cessation when the flow abruptly stops. There are a few notable differences between
the big and small sand avalanches. The peabudf) is peakier and the constant deceleration
region that follows is very flat. Similar to the big sand avalanches, by computing a simple average
over all avalanches we end up with high tail at long delay. This is also an artifact of averaging
short and long-lived avalanches together. Therefore, we compute the average normalized shape as
before, by normalizing each event by its maximum fluctuation speed and total duration. This way
each avalanche begins at normalized time of 0 and ends at normalized time of 1, inset fig. F.3. The
average normalized shape does not have the long time tail and is a more representative picture of the
universal avalanche dynamical shape. The relatively small standard deviation of different events
that differ greatly in total flow duration suggests that there is a universal shape that is independent
of the total flow time and maximum fluctuation speed. Still, it is evident that the variation among
different events blooms just before turning off so that the fluctuation dynamics are poor predictors
of the precise jamming time. If avalanches tended to end the same way one would expect the

opposite, that the variation would decrease as the jamming time is approached.

The average avalanche shape shows that there is dynamical structure to the spatial composition
of avalanches. In fig. F.4 we show a zoom in of the turn-on region. In the background is a contour
plot of du(t) for the zoom in, which clearly partitions the turn-on of the average avalanche into
three distinct regions. Initially the pile is completely static so thdt) = 0. Thendv(t) reaches
a maximum as the avalanche front traverses the beam spot. The flow then drops to a value that
corresponds to fluctuation dynamics farther back in the pile, as the flow constantly decelerates.
There is evidence in the literature that the front of an avalanche has complex structure that depends
on the composition of the grains. In the frame of the avalanche, for example, one can see convective
rolls either foreword or backward depending on grain roughness, shape, and polydispersity. At the

very least, we see that the fluctuation speed spikes just after turning on, and that the width of the
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Figure F.4: [SmallOn] Zoom in of the average turning on of small sand avalanches. In the back-
ground is a contour plot afv(¢) showing that there are three stages in how avalanches turn on.

spike is proportional to the time it takes for the front of the avalanche to traverse the beam spot.

To get a better sense of how avalanches turn off we compute the power spectrum of the full
data set, fig. F.5. First, we coarse-grair(t) which allows us to more easily handle the data in
memory but also removes 2-1/2 decades of high frequency information, which is mostly noise-floor
saturation as in the power spectrum of Chapter 6. Nevertheless, it is clear that during avalanche
flows the power spectrum goes likg¢ 2. Similar to the big sand spectrum, there is a gentle hump
close to the reciprocal of the avalanche average period. There are also spurious oscillations at lower
frequencies which we believe are transform artifacts since the on-time comprises only 3% of the

avalanche cycle antb = 0 a majority of the time, fig. F.1a.

In this appendix we present a similar experiment to that of Chapter 6 except that the grains
here are about a third the size. The important question that we seek to answer is whether changes
at the microscale affect the macroscale flow dynamics, and in particular if there are artifacts due
to finite size of the grains. Indeed, the data suggest that avalanche dynamics are qualitatively

independent of the grain size for our experimental geometry, although there are some quantitative
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Figure F.5: [PSSmall] Power spectrum of the full(¢) time trace for the small sand avalanches. As

with the big sand avalanches of Chapter 6, the small sand power specttyf? ifor timescales
corresponding to the avalanche on-state, and has a gentle peak at the inverse average avalanche
period. At low frequencies there are spurious oscillations which may be due to the on-state com-
prising a relatively small portion of the avalanche cycle so #lvat: 0 most of the time.
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differences and possible indications of finite size effects in the big sand experiment. A few the
universal features are nonetheless clear. First, avalanches tend to have an intrinsic variation in their
size, which is a consequence of the intrinsic variation of stable packing densities and angles of
stability of granular piles. Second, even though avalanches may differ greatly in size and duration,
there is a universal avalanche shape. This is true both for the big and small sand avalanches and is
best seen in the average normalized avalanche shape. Third, avalanches tend to turn on in a similar
way, going from completely static and to quickly reaching their maximum fluctuation speed as the
wavefront passes. Fourth, there is a wide variation in avalanche dynamics prior to the cessation of
flow, so that one cannot predict the precise jamming time. This is reminiscent of the unpredictable
and often catastrophic behavior of many granular flows, whether in a hopper, grain elevator, or

down the side of the mountain.
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Appendix G

Technical Appendix

G.1 Digital Video Imaging of Particles in the Gas-Fluidized bed.

G.1.1 Gas-fluidized Bed and Its Components

The apparatus was largely built by my predecessor Rajesh, although it has been altered over my
reign. For more information about the apparatus | refer you to his thesis. There is also much
information about gas-fluidization technology generally, and a beautiful compendium of our early

results.

The Gas-Fluidized Bed Apparatus

The apparatus that we call the gas fluidized bed is a 1.5 x 1.5»béitwith two holes cut out of it,
one at the bottom and one at the top. To the hole at the bottom is connected an air blower and into
the hole of the top we place sieves. The innards of the box contain air filters sandwiched between
perforated metal sheets which help even-out the airflow and reduce circulation and nonuniformity.
There are many things that can cause circulation and nonuniformity in the air and is is extremely
difficult to get it completely even. This can have undesirable effects on the behavior of particles
fluidized in the sieve above and it is therefore important to ensure that the windbox is clear and that
the sieve is defect free.

The blower is a standard two-speed carpet dryer connected to the outlet through a Variac auto-

transformer. Using the autotransformer we can finely control the voltage applied to the blower so
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that even at fixed blower setting we can finely control the airspeed over a range from 0 to 1000 cm/s
with a resolution of about 5 cm/s. We verify the airspeed directly using a hotwire anemometer. The
anemometer is a delicate device which uses a thin wire and resister to measure the airflow passing
over it. If the probe is accidentally banged the wire can be easily snapped and costs about $300
to replace. If the anemometer’s readings are erratic, likely it has run out of batteries which can be
replaced by screwing off the back panel. The resolution of the anemometer is 10 cm/s, although it
is possible to get finer resolution by measuring airspeed as a function of applied voltage. Then the

airspeed can be interpolated for a given applied voltage without having to measure it directly.

Sieves can be purchased from McMasterCarr’s web site. Itis important to choose a sieve with a
small enough mesh size, typically 1pf, so that balls rolling on it are not strongly influenced by
the grain of the mesh. It is also important to ensure that there are no dents in the mesh for the same
reason. If the mesh is dented or the walls are not circular, it can affect the behavior of particles. The
sieve hole is 12 in in diameter and so we use 12 in sieves from McMaster. Often this is too large
a diameter for the experiment we want to perform and so we have machined inserts to place above
and below the mesh. The inserts must be machined with an outer diameters that allows them to fit
snugly into the walls of the sieve. Another advantage to using inserts is that you can choose the
particular shape of the boundary. In past we've used circular, square, diagonal, and even stadium
shaped boundaries specific to the experiment. The inserts must be inserted both above and below
sieve. If an insert is inserted only above, the air will have a horizontal component in the plane of
the sieve near the boundary, and this can greatly affect the behavior of particles nearby. Sometimes

this effect is desirable, but most of the time it is not.

The last component of the apparatus is the base, which houses a swivelling platform and also
a motor that can tilt the platform. The base sits on a tripod of three adjustable feet. The feet are
able to adjust the level of the base perpendicular to the swivel axis. The swivelling platform can
be tilted to a maximum angle of about 2 deg. To tilt we use an electric motor connected through
an adjustable shaft to one side of the platform. The motor is controlled by an Electrocraft 2000
controller which is connected through a serial port to a computer. The software that controls the
motor is called “IQ Master” and can run on Windows XP, although is designed for older versions
of Windows. It is extremely buggy and cumbersome but when you get it working it is reliable.

If you need a new copy of the software or instruction manual you can call the company and ask
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for “Jim” who is the only person alive who knows how this thing works. Unfortunately, tracking
Jim down can be a difficult matter, as the manufacturer or who built the controller and developed
the software has been bought out, and you will have the call around to find the appropriate phone
number.

To use the 1Q software you must first make sure that the Electrocraft 2000 is enabled. To
enable it there is a switch that sends 10 volts into the appropriate pin. If there is a fault the LED
will shine red rather than green, and it can be cleared by flipping the switch off and then back on
after a few seconds. You should see the LED flip back at green to indicate that the fault has been
cleared. Once the Electrocraft is enabled start the 1Q software on the computer and go to the “Run
Control” menu. Select the velocity option and specify the rotation speed in revolutions per second.
It is recommended that you not exceed 20 rev/s since the apparatus is not designed to swivel very
fast. To start motion click the “start move” button. Do not click the “run program” button as it
seems to be a decoy that will cause the motor to behave erratically and spin out of control. Often
the 1Q Master software will hang when you try to open the run control menu. If this happens there
is no logical way to gain control over the motor. | have found that the only thing to do is force quit
and alternate restarting the computer and motor until you can establish control without hanging.
Sometimes even this will not work and in these cases connect the Electorocraft controller to a
different computer and attempt to establish control with it. The 1Q software was not written to run
under Windows XP and it often conflicts with other network programs running in the background.
Therefore, attempting to establish control with a different computer often works because it usually
has different tasks running in the background. If you gain control with the other computer switch
back to the original computer and run the 1Q master software and run control again. In most cases
it will work. Once you have control the connection is typically very liable provided that you do
not close 1Q Master or the run control window. If you want to stop motion simply set velocity to
0 rev/s. The IQ Master is content in this state indefinitely and will allow you to control the motor

reliably until you close it.

Lights, Camera

Undoubtedly, the most important aspect of any imaging experiment is lighting and optics. In our

case we primarily study spheres which have wonderful geometrical properties for the purposes of
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imaging. The rule governing the scattering of photons off a sphere is very simple, and as a result it

is simple to concoct lighting that makes imaging easy. For example, we use six incandescent lights
three feet above the spheres in a ring that surrounds the the camera. Because the lights are clustered
near one another, close to the camera, and also far from the spherical particles, the only photons
emitted from the lights that reflect into the camera are those that scatter off the tops of the spheres.
Thus, one sees a dot at the center of each sphere. These dots are smaller and brighter depending on
how shiny the spherical particles are. If the particles are opaque as they often are in our case, then
rather than seeing a dot, the entire cross-sectional area of the sphere will be lit up. As a result, when
two opaque spheres near one another they will be imaged as touching, which complicates image
analysis. It is therefore preferable to use shiny particles whenever possible, even if the particles
aren’t spheres. If opaque particles must be used, then an image analysis technique that works
well to separate touching circles is an erosion. An erosion algorithm is available in LabVIEW'’s
“Gray Morphology VI” in the “Vision” toolkit (for an example of an erosion see fig. 1.1 in the

first chapter). It works best when fed a circular erosion tool, which is an array with a circular

distribution of 1s.

With suitable lighting the next step is preparing the camera to capture images. We use a rather
old Pulnix 6710 120 Hz 8Bit CCD camera. There are two classes of camera settings, hardware
settings and software settings. Hardware settings have to do with the lens and must be done manu-
ally by tuning the zoom, focus, and aperture. | rarely change zoom lens settings. Software settings
must be changed using the “Measurement and Automation Explorer Window” that is installed with
LabVIEW. The camerais listed under the IMAQ menu and allows you to select a desired CCD sub-
section and intensity lookup table, such as logarithmic, linear or binary threshold, in which case
you must also specify the desired threshold values. There are a few dead pixels on the camera
that usually do not interfere with imaging. If they do, a simple fix is to include a small subroutine
in the image capture program that interpolates the dead pixel based on the average of the pixels

surrounding it.

To capture images we use a buffered image stream written in LabVIEW that saves them as an
AVI movie in “Microsoft RLE” codec. When saving a binary movie it is usually best to choose
a “lossless” codec like Microsoft RLE. This codec is rather old and does not have the best com-

pression, but it is a simple algorithm that allows the computer to stream at the camera’s full frame
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rate, and it is lossless. We use a buffered stream which allocates memory space to temporarily
store images. Otherwise, the camera and computer are likely to fall out of sync and frames can be
dropped. Occasionally, the buffer will fill if the computer is running another process, and movies
will be encoded improperly, which will be obvious when viewed. In these cases it is wise to close
all background processes or restart the computer to clear memory. If you desire to write your own
buffered stream data capture program, the best thing is to start with the buffer ring example that
comes with LabVIEW and alter it as necessary. The same program can be used to store images
if you should desire, but because of the large number of images captured in a data acquisition,
typically on the order of 100,000, storing images becomes cumbersome since Windows does not

deal well with directories with 100,000 files in them.

G.1.2 Image Analysis and Particle Tracking
Locating and Tracking Particles

There are two stages to particle tracking. The firstis to locate all particles in an image. This is when
image analysis must be used and is usually the part when fatal imaging problems become apparent.
The second is particle “tracking,” which means to link the locations of a single particle together as
a time trace. It should always be the goal in imaging experiments to solve imaging problems with
optics and lighting when ever possible, leaving analysis to do only the simplest tasks.

All particle finding methods typically come down to variations on a similar theme. First an
image with bright spots is captured with a camera. Then, the image is thresholded into binary and
a binary particle finding algorithm is run. If particles must be separated, this is when one runs an
erosion or, if the particles are circular, a circle-finding algorithm. Such algorithms are all available
in LabVIEW'’s vision toolkit. At this stage if one desires higher center-of-mass accuracy, than one
can go back to the original image and perform a weighted average over the pixel intensities in a
neighborhood around the binary centers-of-mass, refining the locations. Usually, this unnecessarily
complicates the procedure with little additional precision. Moreover, one must capture images
in grayscale, not simply in binary, greatly increasing the amount of disk space required and the
likelihood of buffer overrun.

Particle locating routines are also available in IDL. They are much more sophisticated, a bit

more accurate, and widely used in the scientific community. They can be freely downloaded from
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Eric Weeks’ web site. The drawback to using such routines is also that they are sophisticated, and
one usually does not have a working knowledge of them. This is fine if you only want to track
bright spots in a series of images. But often in the course of an experiment one encounters unique
problems that have specific needs and standard particle tracking routines may not be up to the task.
In these cases, the only real option is to write a program yourself and this is immensely easier if you
have a working knowledge of the components. If you are able to tailor a program to your specific
needs, you can design the simplest program possible that gets the job done. In image analysis and
particle tracking simplicity is tantamount to reliability.

Whichever way particles are located the end result is an array containing the x-position and
y-position of each particle that was found in each image. The next step is to track the particles,
which is to say, to find each particle’s location in all the images and link them together as a single
time trace. As with particle finding methods, most tracking methods do the same thing. Since
particles move a small distance from one image to the next, particles that are nearest to one another
in two consecutive images are identified as the same particle. This procedure is simple, reliable,
and fast, and should be used whenever possible. If particles enter or leave the field of view then
one must add additional code to account for these possibilities, and this can greatly complicate the
tracking program. In such instances one may consider using the freely available code for IDL since

it is capable of handling very complicated scenarios out of the box.

Saving and Refining Particle Tracks

There are many datatypes that one can use to save particle tracks. My program written in LabVIEW
uses a “datalog” file, which is a unique LabVIEW data type that cannot be easily understood by
other programs or languages. The datalog is a general datatype that can store any kind of data
structure in LabVIEW. My tracking routine saves “DATFiles” which are datalog files that contain

a two-dimensional array of three-element clusters. Each cluster contains the x-position, y-position,
and area of a particle. Each column in the DATFile is for a single particle and each row is for single
time. Therefore, the top row contains the locations of all particles found in the first frame, and the
left-most column contains the locations of the first particle in all the frames. For very long data
runs, my tracking program saves multiple DATFiles with a maximum predefined size that keeps

the arrays small enough to be conveniently handled in memory.
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A different way to save patrticle tracks is the method used by the standard IDL tracking routines.
They save spreadsheet files containing a two-dimensional array of data. Each column in the array
corresponds to a particle property. For example, the columns could be, from left to right, x-position,
y-position, particle ID number, and frame number. In this architecture, every patrticle in the first
image will have a frame number value of 0, every particle in the second image will have a frame
value of 1, and so forth. Each particle identified has a unique ID number in its particle ID column.
This architecture is amenable to particles entering and leaving the field-of-view, since it does not
need to be altered to handle this scenario — each particle is given a unique ID when it enters that
is permanently retired when it leaves. It also puts all the data in a single file which can be a good
or a bad thing. On the one hand, it makes the data relatively easy to access. If one desires all
of the locations from the first image, then one simply searches and extracts every row that has
a frame number equal to 0. Similarly, if one wants the data for the first particle found in the
first image than one searches and extracts all the data with a particle ID number column equal
to 0. Such a search procedure is reasonably quick for moderate data sets. On the other hand, if
one tracks a large number of particles for a long time, this file can become inconveniently large,
making it impossible to handle in memory. One can solve this problem by chopping the file into
pieces or writing a sophisticated disk read program, but these fixes can largely nullify the inherent

advantages of the data structure.

Often, after particle tracks are saved one also need their derivatives. The straightforward thing
to do is compute “finite differences,” which is to say, given a time trace for some variable, compute
the difference for all consecutive frames and divide each by the time interval. Finite differences
are notoriously inaccurate if the signal is noisy or has digitization artifacts. In these cases it may
be preferable to fit the input trace with a polynomial and differentiate the polynomial to obtain a
derivative — a fast-fourier transform filter can be used with similar results. One can choose both
the window size and the order of the polynomial to fit, and also the weight that each data point
gets. We use a polynomial routine that typically fits a third-order polynomial over 10 points with
a Gaussian weighting that vanishes at the edges of the window. The Gaussian weighting helps to
keep the derivatives continuous from one frame to the next. When fitting a polynomial to data, a
rule of thumb is to never fit greater than a third order polynomial, so the window size must be set

accordingly. In general, | use finite differences first and the polynomial fit routine when | need
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accurate derivatives.

G.2 Speckle-Visibility Spectroscopy of Avalanches

G.2.1 Avalanche Apparatus and Its Components

The avalanche apparatus has five major components. The funnel above stores the sand which falls
through a sand valve and into the avalanche channel. The avalanche channel is below the sand
valve and screwed into an optical table. It is where avalanches build and are generated, and it

expunges outflowing sand into a receptacle. The other components of the apparatus have to do
with how avalanches are observed. We observed the system using both light scattering and direct
imaging of superficial layers. Light scattering is the primary method which we accomplish with

a laser and linescan camera. For superficial particle tracking we use a high-speed square CCD
camera and halogen lights.

The funnel sits atop the apparatus and holds sand to be flowed into the channel. At the base
of the funnel is a sand valve which we have custom built. The sand valve has two stages. The
first stage is a simple valve that can be opened or closed to coarsely control the flow. This valve
cannot be closed too small or the sand will jam and stopped flowing. Thus, we require a second
stage which uses a knife edge to divert only a small portion of the sand into the channel, and the
rest goes into a waste tube. This sand valve arrangement is reliable down to 0.05 g/s depending on
sand grain size. Below that the flow can fluctuate wildly due to arching above the knife edge, and
this can greatly influence avalanche dynamics. If smaller more continuous flow rates are desired it
will be necessary to design a better stand valve. One possibility to prevent jamming is to vibrate
the sand valve in the hope that it will break arches as they form, but it has been our experience that
to break arches the valve must be struck hard, and we are hesitant to add vibration which will in all
likelihood affect the light scattering measurements. Another possibility is to pass the sand through
a square array of rods. The sand is poured into the top of the array and naturally spreads out as
it falls down. Then, one can choose from a wide range of flow rates by selecting a location at the
bottom of the array.

The avalanche channel consists of two aluminum bars sandwiched between the glass walls

with a non-static coating. The bar at the bottom is the channel floor and the bar at the top obstructs
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sand falling from the valve so that it impacts the pile with a minimum amount of momentum.
Aluminum and non-static plexiglass are necessary because the sand particles are glass spheres that
will accumulate charge if rubbed against an insulating surface. This will cause them to stick to
the walls, which is generally undesirable. The concept behind the channel is simple. As sand is
added a pile builds between the plates to the maximum angle of stability. When it surpasses the
maximum angle of stability an avalanche will flow until it exhausts the excess sand and stops at
the angle of repose, allowing the process to repeat indefinitely. The clear glass walls can be easily

seen through allowing us to take images with a camera from different angles.

The specifications for the laser are laid out in the user manual. Important safety and mainte-
nance instructions are laid out there as well, and this should always be kept on hand and easily
accessible. The laser is powered by a liquid cooled power coupling. This coupling can be either
controlled by the computer through a serial connection, or can be controlled manually with the
buttons and knobs on front. It is relatively simple and straightforward to control and details are
in the manual. The power coupling is cooled by water passed through a temperature controller
which must be set to 20 C. To enable the laser it must be powered on with the key turned to the
standby mode until the display reads ready. Then the key can be turned which will start lazing in
the laser head. Powering a laser on and off repeatedly will greatly increase wear and tear requiring
costly maintenance. As a rule, the laser should only be turned off when it will not be used in the
next week. Otherwise, it should be set to the standby position with the shutter closed. The power
coupling sits below the optical table on the floor and is plugged into a standard wall outlet. A gen-
eral rule when setting up laser optics is to keep the beam path in a single plane whenever possible.
Thus, in our setup, the laser is directly in front of the channel and lined up with the camera. To
shoot the laser into the channel it is deflected off of two mirrors aligned vertically on a post, the first
to pick the laser up off the table and the second to bounce it down into the channel perpendicular
to the plane of the pile. When desired, we expand the beam by passing it through an appropriate

lens between the second mirror and the pile.

The beam spot is imaged with a 58 kHz Basler linescan camera. The camera has a 2 x 1024
array of 8-bit pixels. It is controlled by the computer and plugs into a national instruments data
acquisition card. Like any other camera controlled by LabVIEW, it can be tested using the Mea-

surement and Automation Explorer. The great advantage of this camera is that it is fast and allows
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us to stream compact data to disk on-the-fly, which allows us to capture data continuously at 58
kHz for many hours. This enormous dynamical range is one of the greatest attributes of the cur-
rent setup. While we could likely reduce our pixel noise with a more expensive camera, we have
not found a camera that will allow us to run continuously streaming 58 kHz data for such long

observation times (typically multiple hours).

G.2.2 Avalanche Data Acquisition with LabVIEW

Because the laser light is coherent, one sees an interference pattern when the light scatters off the
sand particles. This interference pattern is often called a “speckle pattern.” The primary concept
of speckle-visibility spectroscopy is that the sharpness of the speckle pattern for a given camera
exposure duration depends on the motion of the light scattering particles. The technique is sensitive
to decorrelation of the interference pattern, and therefore to motion on the order of fractions of the
wavelength of the scattered light. Sand particles cover this distance quickly and the speckle pattern
changes rapidly. Therefore, an extremely fast camera with short exposure duration, and a high-
powered laser, are both necessary to see a sharp bright speckled pattern. There are many factors to
consider when attempting to optimize the scattering optics, and these are discussed at great length
in previous publications [71].

It can be shown that for a scattered Gaussian spectrum the autocorrelation of the electric field,
i.e. the interference pattern, can be approximated from the first and second moments of the pixel
intensities across the CCD array [71]. Therefore, we do not need to save every pixel value, only
the average and mean square average for each exposure. This greatly reduces the total amount of
data that must be stored and is the essential feature that allows us to observe the system for such
long durations with such high time resolution. Another important factor is to compute the intensity
moments across the CCD on-the-fly. This operation must be formed in:$7tBe capture rate. A
program that computes these moments on-the-fly must be extremely efficient. We have developed
such a program that is both capable of communicating with the camera and computing the moments
on-the-fly at the maximum 58 kHz frame rate. The ability to compute the intensity moments on-
the-fly is the greatest hurdle to upgrading the camera. After looking into it for some time, we
were unable to find a camera that could capture data at such a high speed while simultaneously

computing and storing intensity moments on-the-fly. The vast majority of cameras, while having
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superior CCDs, are not designed to stream data this way, but rather store images in a memory
buffer that must be downloaded afterwards. This limits the total observation time to a few seconds

at best.

The intensity moments are necessary to compute the variance, which is a number that quantifies
the sharpness of the speckle pattern as a function of exposure duration and is mathematically related
to the dynamics of the scattering sand particles. One technical problem is that the average intensity
of the CCD drifts significantly over time and the signal of the sand particles is superimposed on
this electronic drift. Because the drift has to do with the laser and CCD, and has nothing do with
sand dynamics, it can be removed by computing the variance ratio. The variance ratio is the ratio
of two different variances measured for two different exposure durations. Because the drift is
hardware electronic in nature, it is the same however we compute synthetic exposures, whether we
compute a a synthetic exposure duratiofi'air 27", but the sharpness of the speckle pattern is not.
Therefore, by computing the ratio of the variance for two different exposure durations we cancel
out electronic drift leaving signal from sand motion intact. This can be easily tested by looking
at raw variance time traces for static speckle patterns (a static sand pile). While the variance for a

given duration will drift, the variance ratio for two durations computed synthetically is constant.

With the variance ratio in hand we can transform using theory for back scattered light into the
fluctuation speedv [71]. This transformation is a mathematical procedure that we do numerically.
It amounts to inverting a rather complicated ratio of exponentials. One method of handling this
complicated function is to approximate it by a truncated power series that can be more easily be
inverted. We have developed a different numerical algorithm to invert the original function that is
much faster than applying the Newton solver. The idea is simple. One specifies the approximate
desired accuracy. Then the program plugs a corresponding number of inputs into the original
function and obtains a corresponding number of outputs. It then searches the output array for the
given variance ratio and thereby finds theto which it corresponds. This simple method works

because the original function, while mathematically complicated, is monotonic and smooth.

For fast sand fluctuations the variance ratio is typically small and corresponds to the range
when the function saturates to a constant, which can make it impossible to properly invert. The
error cannot be reduced by using a different inversion method, such as the Newton solver, since

it has to do with the form of the function for small variance ratio values. The only option is to
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change the form of the function by choosing a larger synthetic exposure ratio. At the moment
we use a ratio o¥/(27")/V(T'), and the effect could be reduced for larger synthetic exposures,
such asV (47)/V (T). Unfortunately, to compute longer synthetic exposures would require the
computation of higher order moments on-the-fly from the CCD, which is not easily accomplished
for our desired frame rate and with current limitations in computer and camera technology and

their communication speed.

G.3 LabVIEW Miscellaneous

LabVIEW is a full-fledged programming language and as a result many habits one may have
learned by programming in languages like C are directly applicable to LabVIEW programming.
However, because it uses a graphical interface and block diagram programming environment, it is
relatively simple to learn, and many novice programmers become proficient before they have an
adequate understanding of how the compiler interprets their code. In no place is this more evi-
dent than in the handling of memory. Like Java, LabVIEW handles memory automatically and the
compiler does its best to minimize the number of operations and data copies that must be made
in order to complete a task. Nevertheless, the programmer has the ultimate say over how data
flows and the compiler can only do so much to overcome inherent design flaws. Therefore, it is
strongly recommend that novice LabVIEW programmers with some working know-how, read the
programming to manual available on the National Instrument web site and pay special attention to
the section on memory handling. Like any other language, simple changes in programming style
can greatly influence the speed, efficiency, and readability of LabVIEW code.

The nitty-gritty details of programming in LabVIEW can only be learned by experience, but it
is wise to follow standard production techniques developed for languages like C. Chief among these
is the concept of modular design. Modular design has been a longtime priority to the developers
of the LabVIEW language. The basic concept is that large complicated tasks should be broken
down into an organized set of smaller tasks that can each be accomplished by a relatively simple
program. In LabVIEW this amounts to creating “subVIs” whenever applicable. A rule of thumb
that was told to me by Paul Dixon when he first introduced me to LabVIEW is, “if you can't

see the whole program on your screen at once then you need to break it down more.” Programs
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written with modular design in mind, in any language, are far more likely to be understood by
yourself and especially by others attempting to read your code. Thus, such programs are much
more likely to be reused and incorporated into larger projects in the future, and this greatly reduces
the amount of work that must be done to develop new code to handle new tasks. But undoubtedly
the greatest advantage of modular design is that simplifies even fairly sophisticated programs and
will make them less buggy and will give you far greater confidence in the results. Such confidence
is absolutely essential to independent scientific research because likely you will be the only person
who has a working knowledge of your programs and they will be the primary tool that you use to
capture and analyze your data.

The only programming detail that | will go into here is how to apply modular design to the
directory structure of the programs you write, because | have found it to be an extremely useful
technique to writing clean reusable code. The rule is very simple. The directory that contains the
program should model in structure the structure of the program itself. Every program or subroutine
that you create, has its own folder. | follow the additional convention that this folder be named the
same name as the program that owns it. If a program contains many smaller subroutines, which
is a hallmark of modular design, then each subroutine gets its own folder in the main program
directory, and the tree continues down as far as it must, like a Russian nesting doll. This directory
structure greatly simplifies incorporating old programs as a small part of new larger programs,
since all one must do is copy the main program folder to the new program directory. In this way,
your code will become stackable and you will see that over time your personal code library will

grow in sophistication while always remaining flexible and easily understood.
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