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Preface

Semiconductor detectors for nuclear radiation and particles have experienced
a rather rapid development in the last few years. Although these developments
have been documented in a large number of publications, it seemed useful
to collect this information in the form of an introductory textbook that also
includes the basic concepts behind the most recent developments.

The book is intended to serve as a basis for academic teaching as well as
a guide and reference for all those active in the development or use of semicon-
ductor detectors.

Semiconductor detectors are now used in a large variety of fields in science
and technology, including nuclear physics, elementary particle physics, opti-
cal and x-ray astronomy, medicine, and materials testing – and the number of
applications is growing continually. Closely related, and initiated by the appli-
cation of semiconductors, is the development of low-noise low-power integrated
electronics for signal readout.

The success of semiconductor detectors is due to several unique properties
that are not available with other types of detectors. Examples of these proper-
ties are: the combination of extremely precise position measurement with high
readout speed; direct availability of signals in electronic form; the simultaneous
precise measurement of energy and position; and the possibility of integrating
detector and readout electronics on a common substrate.

It is worth noting that all these developments have grown out of the need
to provide investigative tools for basic research – in this case for elementary
particle physics – and also that the fruits of these developments are now of
benefit to other fields of science and technology.

In presenting the material, emphasis is given to the principles of physics in
detection and device structures, while specific applications and detector sys-
tems are left to one side. A major part is devoted to readout electronics and
considerations of noise in detector–amplifier systems.

Although detector systems per se are not covered, the demands are dealt
with that are made on detector properties by the presently planned applica-
tions of tens of thousands of detectors in the harsh radiation environment of
newly constructed particle colliders. The production of this large number of
detectors requires a simple design that can be produced economically and that
can nevertheless cope with the drastic radiation-induced changes to material
properties. The field of radiation damage and device stability is therefore also
given broad coverage.
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There are also some aspects of semiconductor detectors that are barely cov-
ered or completely neglected. The emphasis of the book is on silicon detectors.
Although other semiconductor materials (and in particular compound semicon-
ductors) are given less prominence, a large number of the physical principles
and device structures can also be applied to other detector materials. Com-
pletely missing is any reference to cryogenic detectors, which partially also use
semiconductors and operate at very low temperatures.

The important subject of detector technology has been treated only in
a rudimentary way because it is planned to follow up this book by several
volumes from different authors treating other aspects of semiconductor detec-
tors. The next two, already in preparation, will cover detector technology and
the physical limits on the measuring precision of detectors.

I have tried to introduce subjects in an intuitive way before resorting to
a more formal mathematical treatment. Understanding the physics of the de-
vices is in my opinion not only of importance for people working in detector
development but also necessary for selecting and making proper use of the de-
tectors for specific applications. I have also tried to write in a self-contained
way so that the book can be read without the need for frequent consultation of
other standard literature. Therefore the book contains an introduction to basic
semiconductor physics and an appreciable amount of information also available
elsewhere in standard textbooks.

In writing this book I have profited from many discussions with colleagues,
in particular from my coworkers at the MPI Semiconductor Laboratory. Sev-
eral of them have also performed the tedious task of careful checking of part
or all of the manuscript and have made valuable suggestions for improvements.
I want to mention in particular E. Gatti, R. Wunstorf, R.H. Richter, J. Kem-
mer, L. Strüder, K. Kandiah, P.F. Manfredi, M. Doser, L. Andricek, D. Hauff,
N. Hörnel, P. Holl, P. Klein, P. Lechner, H. Soltau, C.v. Zanthier, C. Fabjan,
and D. Atkins.

Special thanks go to my wife Ette for her patience and support during the
years of my writing this book.

Munich, March 1999 Gerhard Lutz
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1 Introduction

The detection of nuclear charged particles and radiation is made possible by
their interaction with matter. The most widely used materials for this purpose
are gases – one of the earliest examples being the Geiger–Müller counter –
but also liquids (e.g. liquid Argon) and even solid materials. Charged particles
and electromagnetic radiation are capable of ionising atoms along their path of
flight or in the vicinity of their interaction point, thus producing free electric
charge carriers that may be collected and measured directly. One may also use
secondary effects, for example the generation of light in scintillators due to
a recombination of ions and electrons.

A very large variety of detectors for ionizing nuclear radiation based on
ionization in gases has been developed in the last decades, and these detec-
tors are capable of measuring both the position and energy of the radiation.
Although semiconductor detectors have been used for nuclear spectroscopy for
quite some time, the use of semiconductors for position measurement is of more
recent date, but the development in this field has been very fast.

The development of position-sensitive semiconductors was initiated by ex-
perimental particle physics, which needed detectors capable of measuring par-
ticle tracks with approximately 10µm precision that at the same time could
operate at high rates. This was done for the purpose of investigating the rare
’charmed’ particles that were discovered in 1976. Their relatively long lifetime
(10−13 to 10−12 seconds) made a direct observation of their short decay length
observable with these detectors.

The development of detectors with these properties was made possible by
the adaptation of technologies used in microelectronics for the fabrication of
silicon detectors, work that was pioneered by Josef Kemmer in the 1970s. The
introduction of silicon strip detectors, produced with this planar technology
into a charm search experiment in 1979, marked the start to a revolution in
experimental techniques of particle physics that included the development of
low-noise–low-power analog microelectronics for the readout of semiconductor
detectors. Another important event was the invention of the semiconductor
drift detector by Emilio Gatti and Pavel Rehak in 1983, in which the signal
charge transport is parallel to the semiconductor wafer surface.

The drift chamber principle and the technological possibilities opened up by
the planar process were the source of many new ideas and concepts: electronics
was integrated with the detector and completely new semiconductor structures
were invented.



2 1 Introduction

Simultaneously, these new detectors spread to other fields of application.
The improvement in the capability for energy measurement, which was pos-
sible with these new structures, made them interesting for purely spectroscopic
applications, and these can now be performed at higher rates and higher tem-
perature. Of particular interest is the possibility of simultaneous precision meas-
urement of position and energy as is required, for example, in x-ray astronomy.

It is the purpose of this book to give a basic understanding of the principles
and properties of semiconductor detectors while applications are only touched
peripherally. Emphasis is on silicon detectors which have seen the fastest de-
velopment for which the most advanced technology is available and for which
the best knowledge of material properties is available due to the widespread
use in electronics.

The basic properties of semiconductors and well known structures – as rel-
evant to detectors – are reviewed in Chaps. 2 and 3. The special properties of
semiconductors, which make them so useful for the detection of nuclear radi-
ation, are discussed in Chap. 4. The basic mechanisms of charge generation,
which are also the basis for the detection of nuclear radiation, are also discussed
in Chap. 2, and further information is given in Chap. 4 for several semiconduc-
tor materials and in Chap. 11 with respect to radiation damage. Chapter 4 also
gives information on metals and insulators that are used for building detector
structures.

The most basic radiation detector, a rectifying junction with or without
reverse bias, is discussed in Chap. 5, while more sophisticated detectors are
described in Chap. 6. Common to these detectors is their additional ability to
measure the position of the incident radiation, even though in some applica-
tions one only makes use of their excellent energy measurement capability. The
detectors described in Chaps. 5 and 6 do not have intrinsic charge amplifica-
tion properties, although in some cases the first amplification element of the
electronics for the readout function has been integrated with the detector. The
question of integration between detector and ancillary electronics (Chap. 8)
and the description of detectors with intrinsic amplification (Chap. 9) follow
the rather lengthy Chap. 7 on detector electronics in general. A basic explana-
tion of the principles of transistors precedes in Chap. 7 the discussion on the
measurement of charge. The emphasis is on the physical processes that limit
the measurement precision of signal charge produced in the detectors. Because
microelectronics plays an increasingly important role in semiconductor detec-
tor readout functions, electronics circuit elements suitable for these technologies
are described in the same chapter, and the basic properties of some integrated
circuit technologies are discussed. A short treatment of strip detector biasing
methods and their noise in conjunction with electronic readout concludes this
chapter.

Chapter 10 gives a very short review on device technology and will only be
of interest for people not at all familar with detector production. This topic
will be extensively covered in a separate volume of this series.

Chapter 11 combines the (to some degree) related subjects of device sta-
bility, radiation damage and radiation hardness. The physical mechanisms of
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electric breakdown of devices and methods to prevent their occurence apply not
only to detectors before the introduction of radiation damage but also during
and after irradiation. In designing detectors, one has to take into account the
changes in materials’ properties that are induced through radiation damage.
A large part of Chap. 11 deals with the physical reasons for these changes and
the way in which these changes are parameterized.

Throughout the book the results of numerical simulations are shown. The
design of more sophisticated detectors is hardly possible without numerical
simulations. An indication of how device simulation can be performed is pre-
sented in Chap. 12. For the sake of simplicity, the presentation has been re-
stricted to one dimension; however, deep-level defects – which in most cases
are neglected and which play a dominant part in radiation damaged detectors
– have been included.

The final part of the book sets out useful reference material for the work.
Appendix A gives a list of the common mathematical symbols used in the text.
Appendix B compiles well known physical constants. The choice of units kept
throughout the text does not wholly conform to the international standards but
follows the tradition in semiconductor physics. The basic units in this system
are centimeters for length, seconds for time, and electron-Volts for energy. The
last portion of the reference material presented is the list of books and journal
articles referred to in the text (using the Harvard system).
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Semiconductor Physics



2 Semiconductors

Basic semiconductor physics is treated in many excellent textbooks (Spenke
1965; Smith 1979; Kittel 1976; Grove 1967; and Sze 1981 and 1985), to which the
interested reader is referred. For a semiquantitative understanding of detectors
a short treatment of the subject is included. It is based on the usual corpuscular
descriptions of electrons and holes within the crystals, with parameters such
as effective mass, mean free path etc. obtained from a quantum-mechanical
treatment of electrons in the periodic potential of the crystal. The quantum-
mechanical basis of semiconductor physics will not be dealt with in this text. It
can be found in standard literature (see, for example, Spenke 1965 and Wang
1989).

The treatment of semiconductor physics will be restricted to crystalline
material because amorphous semiconductor detectors will not be covered in
this book.

2.1 Crystal Structure

Most commonly used semiconductors are single crystals with diamond (with
Si and Ge) or zinc blende (with GaAs and other compound semiconductors)
lattice type as shown in Fig. 2.1.

Both lattices may be viewed as being composed of two interpenetrating
face-centered cubic (fcc) sublattices that are displaced by one quarter of the

(a) (b)

Fig. 2.1a,b. Diamond (a) and zinc blende (b) lattice. (After Sze 1985, p. 5 Fig. 3)
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distance along the diagonal of the cube. All atoms in the diamond lattice are
identical, while the two fcc sublattices are built of different atoms in the case of
III–V compounds such as GaAs. Each atom is surrounded by four close neigh-
bors belonging to the other fcc sublattice. They are arranged in a tetrahedron
(Fig. 2.2a) and each atom shares its four outer (valence) electrons with those
of the neighbors, thus forming covalent bonds. A schematic two-dimensional
representation of this situation, which does not conserve the relative position
of the atoms, is given in Fig. 2.2b.

Notice in Fig. 2.1 that the 〈1, 1, 1〉 plane (defined by lower-left front, lower-
right back and upper-left back corners of the lattice cell) has the highest pack-
ing density of atoms. This fact will become important when considering the
influence of cutting direction on surface and detector properties.

Fig. 2.2a,b. Tetrahedron bond (a) and schematic two-dimensional representation (b). (After
Sze 1985, p. 8 Fig. 6)

2.2 Energy Bands

The schematic two-dimensional representation of the tetrahedron may be gen-
eralized to present a complete crystal (Fig. 2.3).

At low temperatures all valence electrons remain bound in their respective
tetrahedral lattice. At higher temperatures thermal vibrations may break the
covalent bond and a valence electron may become a free electron, leaving behind
a free place or hole. Both the electron and the hole (to be filled by a neighboring
electron) are available for conduction. This rather naive qualitative picture
can be improved if we imagine the crystal to be assembled from single atoms
originally very far apart, so that they do not influence each other and each
of them shows the well known discrete energy levels for electrons. One may
assume that the atoms are already on a lattice with very large lattice spacing
and that this lattice spacing is gradually shrinking.
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Fig. 2.3. Schematic bond representation of a single crystal with one broken bond in the center.
(After Sze 1985, p. 9 Fig. 7 top)

Fig. 2.4. Energy levels of silicon atoms arranged in a diamond structure, as a function of
lattice spacing. (After Sze 1985, p. 10 Fig. 8)

The energy levels as a function of the lattice spacing have been calculated
using quantum mechanics and are shown for two energy levels in silicon in
Fig. 2.4 .1 At very large distances each atom has the same two energy levels;
the energy levels are N -fold degenerate (N being the number of atoms), they
split into N closely spaced levels when the atoms are brought closer together.
For N → ∞, one speaks of energy bands, rather than levels, and these bands
broaden, merge and split again with even closer spacing. The spacing cor-
responding to silicon is indicated in Fig. 2.4 and corresponds to the minimum

1 For a description of the quantum mechanical methods as applied to semiconductors, the
reader is referred to standard textbooks, such as Spenke 1965 and Wang 1989.
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total energy of the electrons and the lattice, not very far from the minimum
energy of the electrons in the filled valence band. At low temperature one
has a completely filled valence band and an empty conduction band; at room
temperature the thermal energy is high enough to lift a few electrons to the
conduction band, thus creating a weak conductivity due to free electrons and
holes (Fig. 2.5b).

Fig. 2.5a–d. Energy band structure of insulators (a) semiconductors (b) and conductors (c,d)

The structure of an insulator (e.g. SiO2) is similar (Fig. 2.5a), except that
the band gap is much larger so that the occupation probability of states in the
conduction band is zero. Conductors may either have overlapping valence and
conduction bands (Fig. 2.5c) or a partially filled conduction band (Fig. 2.5d).

Fig. 2.6. Potential and kinetic energy in the band representation

Without giving any justification but only referring to results from quantum
mechanical treatments as found in standard textbooks, we can state that it
is possible for many purposes to treat electrons in the conduction band and
holes in the valence band similar to free particles, but with an effective mass
(mn or mp) different from elementary electrons not imbedded in the lattice.
This mass is furthermore dependent on other parameters such as the direction
of movement with respect to the crystal axis. The kinetic energy of electrons
is measured from the lower edge of the conduction band upwards, that of the
holes downward from the upper edge of the valence band (Fig. 2.6).
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This simple picture has its limitations, however. It does not distinguish
between direct (e.g. GaAs) and indirect (e.g. Si) semiconductors. In order to
do so, one has to consider the relationship between momentum and energy as
functions of the crystal direction (Spenke 1965, Sze 1985). For indirect semi-
conductors the momentum of holes at the top of the valence band is different
from the momentum of electrons at the bottom of the conduction band.2 Thus
a transition between the two states requires a momentum transfer to the crystal
lattice. This has consequences for the generation and recombination of charge
carriers, as well as the possibility of use in optoelectronic devices.

2.3 Intrinsic Semiconductors

Intrinsic semiconductors contain no (in practice, very few) impurities compared
with the number of thermally generated electrons and holes. For this condition
we shall attempt to estimate the number of free charge carriers (electrons and
holes) under equilibrium conditions. The occupation probability for an elec-
tronic state is given by the Fermi-Dirac function

F (E) =
1

1 + exp
(
E−EF

k·T

) (2.3.1)

where EF, the Fermi energy, is the energy at which the occupation probability
of a (possible) state is one half, k is the Boltzmann constant and T is the
absolute temperature.

This expression can be approximated separately for electrons and holes if
EF is within the band gap at a distance of more than roughly 3kT from either
edge, as is certainly the case for intrinsic semiconductors, where it is close to
the middle of the band gap. Then we have

Fn(E) � e−
E−EF
k·T (2.3.2)

Fp(E) = 1 − F (E) � e−
EF−E

k·T .

The density of states in the conduction and valence bands is obtained in the
standard way of considering standing waves in a unit volume of physical space,
from which the number of states in a spherical layer of momentum space,
corresponding to a range of kinetic energy is obtained. Multiplying by two
for the two electron spin directions in addition leads to the number of states
N(Ekin) in the unit volume in a small kinetic-energy interval dEkin around
Ekin:

N(Ekin) dEkin = 4π·

(
2m

h2

) 3
2

E
1
2

kin dEkin , (2.3.3)

2 See also Sect. 2.6.6 and Fig. 2.17.
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Fig. 2.7a–d. Energy band structure (a) density of states (b) occupation probability (c) and
carrier concentration (d) for intrinsic semiconductors. (After Sze 1985, p. 18 Fig. 15)

where we have to take for m the effective mass of electrons mn or holes mp

respectively, h is Planck’s constant, and the kinetic energy measured from the
band gap is as indicated in Fig. 2.6.3

The density of free electrons n is obtained by integrating the carrier concen-
tration (Fig. 2.7d) given by the product of the density of states N ((2.3.3) and
Fig. 2.7b) and the occupation probability Fn(E) (Fig. 2.7c) over the conduction
band:

n = 2

(
2πmnkT

h2

) 3
2

e−
EC−EF

kT = NCe−
EC−EF

kT . (2.3.4a)

Similarily for holes, we have:

p = 2

(
2πmpkT

h2

) 3
2

e−
EF−EV

kT = NVe−
EF−EV

kT . (2.3.4b)

NC and NV are the effective densities of states in the conduction and valence
bands respectively. The product of electron and hole concentration, given by

n· p = NCNVe−
EC−EV

kT , depends on the band gap EG = EC − EV and is thus
independent of the Fermi level EF.

So far the value of the Fermi level EF has not been specified and equations
(2.3.1) to (2.3.4) will also be valid for extrinsic semiconductors (to be dealt
with in the following chapter). The Fermi level for intrinsic semiconductors Ei

3 As mentioned earlier, the simple picture of treating electrons and holes as particles with
effective masses mn and mp has its limitations. The effective mass is given by the inverse
of the second derivative of energy with respect to momentum in the minimum of the
conduction band (electrons) and the maximum in the valence band (holes). It thus has
a strong dependence on the momentum direction with respect to the crystal axes. This
direction dependence has been neglected in the derivation of density of states. One may
make allowance for it because at low electric fields the isotropic thermal motion of electrons
allows us to define the “density of states’ effective mass” by an average over all directions.
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can be found from the requirement that the numbers of electrons and holes are
equal: n = p = ni. One thus finds that:

ni =
√
NCNV e−

EC−EV
2kT =

√
NCNV e−

EG
2kT (2.3.5)

and

Ei =
EC + EV

2
+

3kT

4
ln

(
mp

mn

)
, (2.3.6)

where Ei is the Fermi level close to the middle of the band gap, the deviation
being due to the unequal effective masses of electrons and holes.

The intrinsic level Ei, according to the definition of (2.3.6), will be of general
use also in the case of extrinsic semiconductors, to be dealt with in Sect. 2.4.

Introducing the intrinsic carrier density ni and the intrinsic level Ei, one
may reformulate the more generally valid (2.3.4) in the useful form:

n =nie
EF−Ei

kT p = nie
Ei−EF

kT . (2.3.7)

Example 2.1
Problem: Scale the intrinsic carrier concentrations for germanium, silicon and
GaAs from room temperature (T = 300K) to 0◦C and liquid nitrogen temper-
ature (T = 77K).
Solution: According to (2.3.4) and (2.3.5), the effective density of states scales
with T 3/2, so that the intrinsic charge-carrier density varies with temperature
as

ni(T )

ni(300K)
=

(
T

300

)3/2

·
exp(−EG(T )

2kT )

exp(−EG(300K)
2k ·300 )

.

Taking the values for intrinsic concentration ni, band gap EG and temperature
dependence ∂EG

∂T
from Table 4.1, we obtain with the Boltzman constant k =

8.62 × 10−5 eV/K :

Si Ge GaAs
EG[eV] 1.12 0.67 1.35
dEG/dT [eV/K] −2.3 × 10−4 −3.7 × 10−4 −5.0 × 10−4

ni(300K) [cm−3] 1.45 × 1010 2.4 × 1013 1.79 × 106

One may then rewrite the above formula as

ni(T )

ni(300K)
=

(
T

300

)3/2

e−
EG(300 K)

2k·300 (300/T−1)e
1
2k

∂EG
∂T (300/T−1) ,

where the first factor describes the phase-space variation of the available states
in the bands, the second describes the dominating exponential temperature
dependence and the third describes the effect of the band-gap variation with
temperature. Numerical results are summarized in the following Table 2.1.
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Table 2.1. Numerical results for Example 2.1

Si Ge GaAs

T = 300K

ni(300K) [cm−3] 1.45 × 1010 2.4 × 1013 1.79 × 106

T = 0◦C = 273K
(

T
300

)3/2
= 0.8681

e−
EG(300K)

2k·300 (300/T−1) 0.1175 0.278 0.076

e
1
2k

∂EG
∂T (300/T−1) 0.8764 0.809 0.751

ni(273K) [cm−3] 1.30 × 109 4.68 × 1012 8.83 × 104

T = 77K
(

T
300

)3/2
= 0.130

e−
EG(300 K)

2k·300 (300/T−1) 5.80 × 10−28 5.09 × 10−17 1.48 × 10−33

e
1
2k

∂EG
∂T (300/T−1) 0.021 0.002 2.25 × 10−4

ni(77K) [cm−3] 2.30 × 10−20 3.17 × 10−7 7.74 × 10−32

2.4 Extrinsic Semiconductors

Intrinsic semiconductors are rarely used in semiconductor devices since it is
extremely difficult to obtain sufficient purity in the material. Moreover, in most
cases one intentionally alters the property of the material by adding small
fractions of specific impurities. This procedure, which can be performed either
during crystal growth or later in selected regions of the crystal, is called doping.
Depending on the type of added material, one obtains n-type semiconductors
with an excess of electrons in the conduction band or p-types with additional
holes in the valence band. We will look at extrinsic semiconductors through the
simple bond representation and also through a band model.

Figure 2.8a shows a two-dimensional schematic bond representation of a
silicon crystal with one silicon atom replaced by an arsenic atom with five
valence electrons. Only four are used for the formation of covalent bonds with
neighboring atoms, while the fifth is not bound to a specific atom but is free for
conduction. It should be stressed that the crystal as a whole remains uncharged,
since the charge of the free electron is compensated for by the excess charge of
the arsenic nucleus bound in the crystal lattice.

If a silicon atom is replaced by an atom with only three valence electrons
(Fig. 2.8b) one electron is missing in the covalent bonds and a hole is thus
created. This hole may be filled by an electron from a neighboring atom, this
being equivalent to a movement of the hole. The hole is free for conduction.
(That the moving hole is more than a missing electron whose place is filled by
a neighboring electron follows from quantum mechanical considerations and is
experimentally verified in the Hall experiment.)
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Fig. 2.8a,b. Bond representation of n-type (a) and p-type (b) semiconductors. (After Sze 1985,
p. 21 Fig. 21)

Looking at the situation in the band model, we can state that the replace-
ment of a proper atom of the lattice by a different atom is accompanied by the
creation of localized energy levels in the band gap. These energy levels may
be of the donor (ED) or acceptor (EA) type. If donor levels ED are close to
the conduction band, as is the case for phosphorous (EC − ED = 0.045 eV) or
arsenic (EC − ED = 0.054 eV) atoms in silicon, for instance, these states will
be almost completely ionized at room temperature and the electrons will be
transported to the conduction band (Fig. 2.9a). This is due to the many states
with similar energy level nearby in the conduction band, with which the donor
states have to share their electrons.

Equivalent considerations hold for acceptor-type states, e.g. boron in silicon
(EA −EV = 0.045 eV). These states will be filled almost completely and holes
will be created in the valence band (Fig. 2.9b).

The situation that the donor levels are almost completely ionized can be
described by a movement of the Fermi level EF from the intrinsic level Ei

Fig. 2.9a,b. Schematic energy band representation of extrinsic n-type (a) and p-type (b) semi-
conductors
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towards the conduction band. Up to fairly high doping concentrations, the
value of EF follows from (2.3.4) by setting the electron concentration in the
conduction band n equal to the donor concentration ND, thus:

EC −EF = kT ln
NC

ND
. (2.4.1)

Similarily one obtains for p-type material and acceptor concentration NA:

EF −EV = kT ln
NV

NA
.

A somewhat more complicated treatment is required for the simultaneous
presence of donors and acceptors and for very high doping concentrations. It
may also be mentioned in this context that the number of donor or acceptor
states does not necessarily equal the number of corresponding impurity atoms,
since in order to become electrically active doping atoms they have to be prop-
erly built into the crystal lattice.4

Using the results of the previous section, one may rewrite equations (2.3.4)
with the help of (2.3.5) and (2.3.6) in the following rather instructive form
already given in (2.3.7):

n = ni e
EF−Ei

kT (2.4.2)

p = ni e
Ei−EF

kT .

The increase of majority carriers (electrons in the case of n-type material)
is accompanied by a decrease of minority carriers according to the mass-action
law

n· p = n2
i , (2.4.3)

in agreement with (2.4.2).

2.5 Carrier Transport in Semiconductors

So far we have considered semiconductors in equilibrium. This means semicon-
ductors as electrically neutral bodies without application of external voltages
and after waiting a sufficiently long time to reach thermal equilibrium. In this
chapter we will consider phenomena that occur either through the application
of an external electric field (drift) or because of an inhomogeneous distribution
of movable charge carriers (diffusion). The process of creation or destruction of
free charge carriers will also be considered here.

Movable charge carriers (electrons in the conduction band and holes in
the valence band) are essentially free particles, since they are not associated

4 For very high doping concentrations (as used for example in tunnel diodes), the Fermi level
may move into the conduction or valence band. In this case the approximations of (2.3.2)
introduced for simplifying analytic integration over the state densities become invalid.
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with a particular lattice site. Their mean kinetic energy is 3
2kT , so that the

mean velocity at room temperature is of the order of 107 cm/s. They scatter on
imperfections within the lattice, which are due to thermal vibrations, impurity
atoms, and defects. A typical mean free path is 10−5 cm and a mean free time
τc ≈ 10−12 s.

2.5.1 Drift

In the field-free case, the average displacement of a movable charge-carrier due
to random motion will be zero. However, if an electric field is present, the
charge carriers will be accelerated in between random collisions in a direction
determined by the electric field and a net average drift velocity will be obtained
of

νn = −
q· τc
mn

E = −µnE (2.5.1)

νp =
q· τc
mp

E = µpE .

This relationship holds for fields small enough that the velocity change due
to acceleration by the electric field is small with respect to the thermal velocity
and the mean collision time is independent of the electric field. Alternatively,
if the field is high enough, such that the electron and/or hole energies become
appreciably larger than the thermal energies, then strong deviations from lin-
earity are observed and the drift velocities finally become independent of the
electric field at their saturation values νs,n and νs,p.

Scattering occurs on imperfections of the crystal lattice that are due to
thermal vibrations and other sources, such as crystal defects and doping atoms.
Thus mobilities µn, µp are dependent on temperature and doping concentration.
For a closer description of scattering mechanisms and the resulting dependence
of mobility, the reader is referred to the standard literature (see, for example,
Sze 1985).

2.5.2 Diffusion

Consider now the situation of an inhomogeneous distribution of free charge
carriers in a semiconductor crystal and neglect all effects that are due to electric
fields, i.e. the electric field due to inhomogeneous charge-carrier distribution
and/or doping concentration. We are thus treating (for the moment) electrons
and holes as if they were electrically neutral and we choose a boundary such that
on one side the carrier concentration is higher than on the other. Although the
net average displacement of an individual charge-carrier is zero in the absence
of forces due to an electric field, the probability of carriers crossing from the
side showing the higher concentration to that showing the lower is larger than
the probability for crossing in the opposite direction, as there are more particles
having a chance to do so. This effect, which is called diffusion, will result in
a smoothening of the charge distribution. It is mathematically described by the
diffusion equation
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F n = −Dn�n (2.5.2)

F p = −Dp�p .

Here F n is the flux of electrons, Dn the diffusion constant and �n the gradi-
ent of carrier concentration. The corresponding symbols for holes are F p, Dp

and �p.
Combining the effects of drift and diffusion, one obtains the current densi-

ties:

Jn = qµnnE + qDn�n (2.5.3)

Jp = qµppE − qDp�p .

Mobility and diffusion are related to each other by the Einstein equation

Dn =
kT

q
µn (2.5.4)

Dp =
kT

q
µp .

The Einstein equation can be derived by considering on a microscopic scale
the drift and diffusion processes taking into account the scattering of charge
carriers on crystal imperfections. Alternatively it can be derived from (2.5.3)
when considering a system in thermal equilibrium. There the current densities
given by the sum of diffusion and drift at any point of the system has to be
zero.

Example 2.2
Problem: Derive Einstein’s relation from the requirement of zero current den-
sity and constant Fermi level in the case of thermal equilibrium. Consider the
case of two semiconductors with different n-type doping densities being joined
with each other. Restrict the treatment to one dimension only.
Solution: Writing (2.5.3) in one dimension and setting the current density
Jn = 0, we obtain

µnn
∂V

∂x
= −Dn

∂n

∂x

and thus

1

n

∂n

∂x
= −

µn

Dn

∂V

∂x
.
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Integrating this equation between two points x1 and x2 deep within the respec-
tive doping regions, we obtain for the ratio between the electron densities

ln

(
n2

n1

)
= −

µn

Dn
(V2 − V1)

and thus

n2

n1
= e−

µn
Dn

(V2−V1) .

From Boltzmann statistics given by (2.4.2), we have

n2

n1
=

e
EF−Ei,2

kT

e
EF−Ei,1

kT

= e−
Ei,2−Ei,1

kT = e−q
V2−V1

kT

and from the two expressions for n2/n1 we derive Einstein’s equation

µn

Dn
=

q

kT
.

2.5.3 Magnetic Field Effects

One of the advantages of semiconductor detectors, compared with (for example)
detector readout by photomultipliers, is their easy operation inside magnetic
fields. However, certain effects have to be understood and taken care of. Here
we will only consider the movement of single electrons or holes under the Hall
effect and refer to later sections for specific devices.

Fig. 2.10. Movement of electrons and holes in the presence of a magnetic field

The movement of electrons and holes in the simultaneous presence of an
electric and magnetic field is shown diagramatically in Fig. 2.10 for the special
case of orthogonal field directions. Without magnetic field an electron–hole pair
would just separate in the electric field, the hole moving along the field due
to the electrostatic force F = q· E with a drift velocity of νp = µpE , and the
electron in the opposite direction with velocity νn = −µnE . In the presence
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of the magnetic field, however, one has to add to the electrostatic force the
Lorentz force F = q(E + ν × B).

This leads to a sideways displacement of the charge movement from the
lines of electric field in such a way that in Fig. 2.10 electrons and holes both
move to the left. The angles of inclination θ between velocity and field vector
are read from the diagram of force as

tan θp = µH
p B (2.5.5)

tan θn = µH
nB ,

where the superscript H stands for “Hall”, indicating that the Hall mobility
differs somewhat from the drift mobility.5

For silicon at room temperature, µH
n = 1670 cm2/Vs , µH

p = 370 cm2/Vs.

Thus the inclination angle for electrons is a factor µH
n/µ

H
p = 4.5 larger than

that for holes. For a 1T field, one has tan(θn) = 1670 × 10−4 m2

Vs · 1
Vs
m2 = 0.167,

yielding θn = 9.5◦. Similarily, θp is found to be 2.1◦.

Fig. 2.11. The Hall effect

The Hall effect is based on the same physical process, although a different
experimental setup is used (Fig 2.11). Here the Lorentz force qν × B is coun-
terbalanced by a naturally built-up electric field qEH in such a way that the
(single-type) charge carriers keep the flow direction that was present without
magnetic field. Thus the Hall voltage can be used to determine the carrier
velocity, and consequently mobility as well as carrier concentration.

The Hall effect also proves that the concept of moving holes, rather than
just being an artifact for holes being filled by electrons, is a more fundamental

5 The standard simple model on diffusion assumes that the scattered electron or hole “for-
gets” its history (and direction) and has random thermal velocity distribution immediately
after the scattering process. Furthermore, independence of the effective mass on the direc-
tion of motion is assumed. With these assumptions one expects the Hall mobility to be
exactly equal to the drift mobility. A more sophisticated analysis (Wang 1989, (6.6.12);

Shockley 1950 pp 270–277) yields µH
µ

=
〈ν2τ2〉〈ν2〉

〈ν2τ〉2
.



2.6 Carrier Generation and Recombination 21

concept, since these two interpretations lead to the opposite sign of the Hall
effect in the case of holes. This is perhaps seen more directly when considering
again the movement of electrons and holes in the presence of a magnetic field
(Fig. 2.10). In the simple picture, the electron filling a hole would take the
same direction as a real electron; thus the motion of the hole would be exactly
opposite to that of an electron, in apparent contradiction to experiment. This
contradiction points out the weakness of describing an essentially quantum me-
chanical system in a corpuscular representation. This contradiction is resolved
to a certain degree by interpreting missing electrons in the valence band as
positively charged particles (holes), their effective mass being defined by the
second derivative of energy with respect to momentum, taken at the maximum
of the valence band.

2.6 Carrier Generation and Recombination
in Semiconductors

Free electrons and holes may be generated by the lifting of electrons from the va-
lence band into the conduction band, thus creating simultaneously equal num-
bers of electrons and holes. This can be accomplished by various mechanisms
that have to supply the necessary energy, such as thermal agitation, optical ex-
citation and ionization by penetrating charged particles. Carrier generation by
radiation is more fully described in standard literature (see for example Knoll
and Glenn 1989 or Leo 1994).

It is also possible to inject free carriers of a single type only, e.g. through
a forward-biased diode, or to deplete the semiconductor of its free carriers by
application of a reverse-bias voltage.

Here we will consider various methods for carrier generation as well as the
mechanisms for returning from a non-equilibrium situation thus created back
to an equilibrium condition.

2.6.1 Thermal Generation of Charge Carriers

Thermal generation of charge carriers usually has a detrimental effect in semi-
conductor radiation detectors because it leads to noise superimposed onto the
signals. In some direct semiconductors, the band gap is small enough com-

pared with the thermal voltage at room temperature
(

kT
q

= 0.0259V
)

so that

electrons may be excited directly from the valence to the conduction band.
Therefore these detectors (e.g. Ge) have to be operated at low temperature. In
others (e.g. Si and GaAs) the probability of direct excitation at room tempera-
ture is extremely low. Here the thermal excitation occurs in two steps through
intermediate local states in the band gap (Fig. 2.12). These intermediate states
are created by imperfections within the crystal and by impurities.

Note that for indirect semiconductors (Si, Ge) the minimum energy needed
for a band-to-band transition (electron–hole pair generation) is not simply given
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Fig. 2.12a,b. Direct (a) and indirect (b)
excitation of electrons

by the width of the band gap. As the maximum of the valence band and the
minimum of the conduction band are located at different momenta (Fig. 2.17),
additional momentum has to be transferred in the process.

2.6.2 Generation of Charge Carriers by Electromagnetic Radiation

This effect is the basis of photo detectors and solar cells. The schematics of
the basic process is shown in Fig. 2.13. A photon is absorbed and its energy is
used to lift the electron from the valence band into the conduction band. If the
photon energy is above the band gap EG, the electron will be lifted into one of
the empty states of the conduction band, leaving behind a hole in the valence
band.6 Electron and hole will subsequently move towards the band-gap edges,
thereby emitting energy in the form of phonons (lattice vibrations) or lower-
energy photons. Absorption of photons with energies below EG is in principle
also possible if local states in the band gap due to lattice imperfections exist. In
the example shown, a hole is created together with the ionization of the local
state.

Fig. 2.13. Generation of electrons and holes by absorption of photons of energies E = EG,
E > EG and E < EG

6 For indirect semiconductors (see Sect. 2.6.6) additional energy is needed to supply momen-
tum transfer to the electron or to make a direct transition without change of momentum
but with larger energy requirement.
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2.6.3 Generation by Charged Particles

Charged particles traversing material lose part of their energy through elastic
collisions with electrons. This process has been investigated very thoroughly
both experimentally and theoretically. The basic theory has been developed
first by Bohr using classical arguments, and later in a quantum mechanical
way by Bethe (1930), Bloch (1933) and Landau (1944).

Bohr was considering the momentum transfer given to a free electron at
rest, when a charged particle was passing at its closest distance b (the impact
parameter). The transferred energy, which is proportional to the square of the
momentum transfer, is then integrated over the possible impact parameters.
Integration limits to the range of impact parameters come from the maximum
kinematically allowed momentum transfer and a comparison of the orbital pe-
riod with the time the passing particle exerts a force. As the time that the
electrostatic force acts on the electron is inversely proportional to the velocity,
the energy loss is inversely proportional to the square of the particle velocity.

The Bethe-Bloch formula gives the rate of ionization loss of a charged par-
ticle in matter. We write it in a form containing corrections for density and
shell effects, as for example presented in Leo 1994:

dE

dx
= 2πN0r

2
emec

2ρ
Z

A

z2

β2

[
ln

(
2meγ

2v2Wmax

I2

)
− 2β2 − δ − 2

C

Z

]
, (2.6.1)

where

2πN0r
2
emec

2 = 0.1535MeVc2/g
x is the path length in g/cm2;

re = e2

4πmec2
= 2.817 × 10−13 cm and is the classical electron radius;

me is the electron mass;
N0 = 6.022 × 1023 mol−1 and is Avogadro’s number;
I is the effective ionization potential averaged over all electrons;
Z is the atomic number of the medium;
A is the atomic weight of the medium;
ρ is the density of medium;
z is the charge of a traversing particle;
β = v/c, the velocity of a traversing particle in units of speed of light;
γ = 1√

1−β2
;

δ is a density correction;
C is a shell correction; and
Wmax is the maximum energy transfer in a single collision.

The energy loss rate as a function of particle energy is shown in Fig. 2.14.
Energy and velocity of the incident particle with mass M are related by rela-
tivistic kinematics as

E = γMc2 =
Mc2√
1 − β2

, with β =
v

c
,
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Fig. 2.14. Rate of energy loss due to ionization as a function of kinetic energy of a charged
pion traversing Silicon (effective ionization potential I = 173 eV) with (continuous line) and
without (dotted line) density and shell corrections

which for small velocities reduces to Ekin = E−Mc2 = Mv2/2. The maximum
energy transfer produced by a head-on collision is given by

Wmax =
2mec

2β2γ2

1 + 2s
√

1 + β2γ2 + s2
, with s =

me

M
,

which for M 	 me reduces to

Wmax ≈ 2mec
2β2γ2 .

For a parameterization of the mean excitation potential I, the shell correction
C that is important at very low velocity and the density correction δ that
flattens the relativistic rise the reader is referred to Leo 1994.

For low (nonrelativistic) energies, one observes the energy loss rate to be
inversely proportional to the energy (or velocity squared). With rising energy
a minimum is reached followed by the relativistic rise showing logarithmic char-
acteristics, and finally a saturation due to polarization of the medium.

The average energy loss in a sample of finite thickness can be calculated
from the Bethe-Bloch formula by integration. There are in addition, however,
statistical fluctuations about this value (see Fig. 2.15), a subject treated in
depth by Landau. A review of this subject, including refinements of Landau’s
original treatment and a comparison with experimental data, can be found in
Bichsel 1988 and references quoted therein.

In semiconductors, only part of the energy loss is used for the creation of
electron–hole pairs. In silicon the average energy used for the creation of a pair
is 3.6 eV, three times larger than the band gap of 1.12 eV. This is true for
radiation energies that are large with respect to the band gap.
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Fig. 2.15. Experimental energy loss dis-
tribution (points) for (from top to bot-
tom) 2GeV/c positrons, pions and pro-
tons traversing a 290 µm-thick silicon
detector. (After Bak 1987, Fig. 12).
Theoretical expectations from Landau
(dashed) and a more refined theory
(Bak et al. 1987, solid line) are given
for comparison

2.6.4 Shape of a Radiation-Generated Charge Cloud

Depending on the type of radiation, the generation of the charge cloud may in-
volve rather complicated processes, sometimes including interactions in which
a primary particle produces several secondary particles. Here we will restrict
ourselves to a qualitative description for radiation types for which semiconduc-
tor detectors are well suited:

• Visible and ultraviolet light: in general, a single electron–hole pair will be
produced by a photon. The photon will be absorbed close to the surface
(typically a fraction of a micrometer in silicon).

• X-rays: a “point” interaction with the production of many electron–hole
pairs in a small spatial region is expected. The number of pairs can be
estimated from the average energy necessary to create an electron–hole
pair (3.6 eV in silicon).

• α particles: because of the high, strongly velocity-dependent ionization,
the penetration depth is rather short (a few micrometers). The density
of electron–hole pairs increases with path length as the velocity decreases
(compare 2.6.1) and has a pronounced maximum at the stopping point of
the particle. The ionization density plotted as a function of penetration
depth is known as a Bragg curve.
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• β radiation: due to the much lower mass of electrons with respect to a he-
lium nucleus and the factor-of-two lower charge, β radiation ionizes much
more feebly than α radiation. β radiation will therefore penetrate deeply
into the semiconductor, or even pass through it, producing roughly uniform
electron–hole pair densities along its path so long as the velocity remains
relativistic and producing increased density at the end of its path. A rel-
ativistic singly charged particle is often referred to as minimum-ionizing
particle or m.i.p.

• High-energy charged particles: This type of radiation will penetrate the
detector with nearly constant (relativistic) velocity, producing uniform
electron–hole density along its path. The density is nearly independent
of the particle energy and is proportional to the square of the charge of the
ionizing particle.

• Nonrelativistic charged particles such as protons and nuclei will produce an
ionization density inversely proportional to their energy (which decreases
with path length) and proportional to the square of their charge. Simul-
taneous measurement of the energy loss in a thin detector and of the total
energy can therefore be used for particle identification.

Other types of radiation, such as neutrons and very high-energy photons,
may also produce signals in semiconductors, for example by recoiling a sili-
con nucleus or creating electron–positron pairs that are capable of producing
electron–hole pairs by ionization. The probability for this to happen is so small,
however, that semiconductors by themselves are inappropriate for neutron and
high-energy photon detection. However, interleaving semiconductors with other
materials, which converts this radiation into something detectable, is possible.

2.6.5 Multiplication Processes

If an electron or hole is created in, or moved into, a high-field region inside
a semiconductor, it may be accelerated strongly enough in between collisions to
obtain sufficient energy for the creation of an electron–hole pair. An avalanche
may thereafter develop.

Although charge multiplication may cause problems in badly designed semi-
conductor devices, leading to electrical breakdown, one can also make use of
this effect in a controlled way for signal amplification, for example in avalanche
diodes. A schematic description of the process in the band model is shown in
Fig. 2.16. Here for the first time the band is represented as a function of posi-
tion, in contrast to momentum as was done before. The electric field strength
E is proportional to the slope of the bands, respectively the intrinsic energy
Ei according to Ex = 1

q
∂Ei

∂x
. Acceleration of an electron in the electric field is

represented by a horizontal arrow, and the vertical distance of this line from the
edge of the conduction band gives the kinetic energy at the respective position.

A single primary electron–hole pair is assumed to be generated at position
x0 by (e.g.) a photon. At low field strengths (Fig. 2.16a), corresponding to
a small inclination of the bands, the gain in kinetic energy of the charge carriers
in between collisions is too small to create a secondary electron–hole pair. At
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Fig. 2.16a,b. Charge multiplication by the development of avalanches in high-field regions of
a semiconductor. A slowdown of charge carriers without the creation of secondary electron–
hole pairs in the low-field region (a). An avalanche breakdown at high field (b)

collision the kinetic energy of electrons and holes will simply be transferred to
the crystal lattice before they are accelerated in the electric field again, and so
no multiplication occurs.

In contrast, at high field strengths (Fig. 2.16b), the energy gain in between
collisions may be high enough to allow the creation of an electron–hole pair.
This is shown in the figure at position x1 for the accelerated primary electron.
Part of the kinetic energy is used for the creation of the additional electron–
hole pair (full arrow downwards), and part goes into lattice vibration. One thus
arrives after collision with two electrons and one hole, all at position x1. Each of
these will be accelerated by the field again, creating with a certain probability
further electron–hole pairs in subsequent collisions. The probability for creating
secondary pairs will be different for electrons and for holes. Raising the electric
field by only a moderate amount one may find a condition whereby essentially
only one type of charge-carrier (electrons in silicon) will produce secondary
pairs. In such a case the charge generated by multiplication processes will be
proportional to the primary generated charge. At very high fields, the gain in
kinetic energy in between collisions for both types of carriers is high enough to
create additional electron–hole pairs. In this condition an avalanche breakdown
occurs.

Example 2.3
Problem: Estimate the minimum energy required for a primary electron in
order to be able to create an electron–hole pair. Require energy and momentum
conservation and assume equal effective masses m for electrons and holes.
Solution: The minimum energy is required when the three particles (scattered
primary electron, created electron, and hole) have equal momentum and are
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collinear with the primary electron. One then has the conservation relation-
ships:

Ee,min = 3E′ + EG

Pe,min =
√

2mEe,min = 3
√

2mE′

Ee,min = 1
3Ee,min + EG ,

from which one finds

Ee,min = 3
2EG .

2.6.6 Recombination

Once an excess of minority charge carriers (e.g. electrons in p-type material)
is created, it will take some time for the system to come back to thermal
equilibrium. Excess carriers could, for example, be created by a pulse of light
shining onto the semiconductor. The transition back to equilibrium is due to
recombination of the excess minority carriers (electrons) with the majority
carriers (holes).

This process of recombination is significantly different for “direct” and “in-
direct” semiconductors, a classification that has already been mentioned in
Sect. 2.2. While for direct semiconductors (e.g. GaAs) electrons located at the
minimum of the conduction band and holes concentrated at the maximum of
the valence band have the same crystal momentum, this is not the case for
indirect semiconductors (e.g. Si), as shown in Fig. 2.17, where the energy band
structure is plotted as a function of the crystal momentum in two specific (111
and 100) crystal directions. For indirect semiconductors, therefore, the direct
band-to-band recombination is suppressed, as it requires a large momentum

Fig. 2.17a,b. Energy band structure of silicon (a) and gallium-arsenide (b). (After Sze 1985,
p. 14 Fig. 12)
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transfer to the crystal lattice. Recombination occurs instead in two step pro-
cesses, involving the capture and emission of electrons and holes into and out of
the intergap generation/recombination centers. For a more complete treatment
of this subject, the reader is referred to Shockley and Read (1952), Hall (1952),
Spenke (1965) or Sze (1985).

2.6.7 Charge-Carrier Lifetime

A very important parameter of detector-grade semiconductor material is the
charge-carrier lifetime, and there needs to be a distinction between recombina-
tion and generation lifetime. These terms describe the transient behavior from
a nonequilibrium charge distribution obtained either by injection of additional
carriers or by their removal, back to an equilibrium condition.

Consider for instance the case where a direct p-type semiconductor is in
thermal equilibrium. Although the concentration of electrons and holes does
(on average) not change, thermal generation and recombination of electron–
hole pairs is continuously occurring. The recombination rate, expected to be
proportional to the product of electron and hole concentrations via

R = βnp , (2.6.2)

in thermal equilibrium equals the generation rate, so that

Rth = Gth = βn0p0 = βn2
i . (2.6.3)

We can thus define the excess recombination rate U as

U = R−Rth = β(np− n2
i ) . (2.6.4)

Under illumination with light there is an additional generation rate GL, and
both minority and majority carrier concentrations will be increased from their
thermal equilibrium values by the same amount ∆n as electrons and holes are
created in pairs. Thus the recombination rate will increase to

R = β(n0 + ∆n)(p0 + ∆n)

and, for constant illumination, a relationship between the additional generation
rate GL – equaling the excess recombination rate U – and the amount of excess
minority carriers ∆nL generated by light can be derived as

GL = U = R−Rth = β∆nL(p0 + n0 + ∆nL) .

For low injection levels (∆n 
 p0), this simplifies to

GL =
∆nL

τr
with τr =

1

βp0
. (2.6.5)

The significance of the lifetime τr can be illustrated by considering a sud-
den turnoff of the light source. Then the excess recombination rate U will be
proportional to the excess minority carrier density ∆n, where
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U =
n− n0

τr
, (2.6.6)

and the minority carrier density will decrease from its value n0 + ∆nL = n0 +
GLτr and will approach the thermal equilibrium value n0 at a time-constant
τr, the recombination lifetime.

Consider now another situation in which all charge carriers have been re-
moved from the semiconductor, for example by applying an external voltage.
One may again address the question of any possible return to equilibrium. Here
the generation rate will be the thermal generation rate

Gth = βn0p0 = βn2
i ,

while the initial recombination rate is zero. As electrons and holes are created
in pairs, the equilibrium condition will be (if the sample is small enough that
the unequal distribution due to the electric field of the donor charges can be
neglected)

p = n = ni .

The time constant for return to this equilibrium is defined as the generation
lifetime, given by

τg =
ni

Gth
=

1

βni
, (2.6.7)

a value significantly different from the recombination lifetime.
The generation lifetime is closely related to the current generated in space-

charge regions of electronic devices, such as a reversely biased diode which, as
we will see later on, is the most common semiconductor detector.

Above derivations were for direct semiconductors. In the case of indirect
semiconductors, the relationship between generation and recombination life-
times is not as straightforward, because the much more complicated mechanism
of recombination involves transitions through intermediate states in the band
gap. However, the definition of generation and recombination lifetime remains
unchanged and device performance can be estimated equivalently using these
parameters.

Example 2.4
Problem: Find the dark current per unit area of a fully depleted silicon detector
of d = 300µm thickness if the generation lifetime is 1ms.
Solution: Inverting (2.6.7), we find the number of charge carriers generated
per unit volume and unit time to be

Gth =
ni

τg
=

1.45 × 1010 cm−3

10−3 s
= 1.45 × 1013 cm−3s−1

and a current per area in a wafer of 300µm thickness of

Jth = qdGth = 1.6 × 10−19 As · 0.03 cm · 1.45 × 1013 cm−3s−1

=70nA/cm2 .
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2.6.8 Carrier Lifetime in Indirect Semiconductors

In indirect semiconductors such as silicon or germanium, a band-to-band re-
combination process is very unlikely because electrons at the bottom of the
conduction band and holes at the top of the valence band have different crystal
momentum, contrary to direct semiconductors (e.g. GaAs) as shown in Fig.
2.16. Recombination occurs instead through localized energy states in the for-
bidden gap. These localized states are due to the presence of impurities and
crystal defects leading to lattice distortion and irregular charge distributions.
Depending on the type, defects can assume two or more charge states. Changes
between the charge states of the defect occur by four processes: electron and
hole emission, and electron and hole capture, as indicated in Fig. 2.18.

Fig. 2.18. Charge-changing processes of a simple defect with one energy level only

The single-energy-level defect shown in the figure is capable of assuming two
charge states only (say neutral and positive, as is the case for donors). If the
state is positive, it may change to neutral by for instance capturing an electron
from the conduction band or emitting a hole into the valence band (which
may also be viewed as lifting an electron from the valence band to the defect).
Changing the charge in the other direction is accomplished by hole capture or
electron emission. Electron–hole recombination can thus be accomplished by
two capture processes in sequence, such as electron capture followed by hole
capture.

Electron–hole pair generation occurs by emission of an electron and a hole
in sequence. In some circumstances only one type of charge-carrier, e.g. elec-
trons, plays a role. An electron is captured by the defect and after some time
emitted to the conduction band again. Such a process is called “trapping” and
is normally followed by detrapping, and the crystal defects are often referred
to as trapping centers. Note, however, that there is no difference in principle
between generation/recombination and trapping centers.

Knowing electron and hole capture cross-sections and emission probabilities
and the initial value of the electron and hole densities, one can find the time
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development of the charge-carrier densities and thus their lifetime. Thermal
equilibrium considerations allow the derivation of a relationship that connects
capture and emission processes of electrons and of holes.

Let n, p be the electron and hole concentration, Nt the defect concentration,
and Pt the occupation probability of the defect (the defect is occupied if it is
in the more negative state, i.e. after capturing an electron or emitting a hole).
Then the rates of the four processes of electron capture Rc,n, electron emission
Rε,n, hole capture Rc,p and hole emission Rε,p are given as

Rc,n = νth,nσnnNt(1 − Pt) (2.6.8)

Rε,n = εnNtPt (2.6.9)

Rc,p = νth,pσppNtPt (2.6.10)

Rε,p = εpNt(1 − Pt) (2.6.11)

with νth the thermal velocity, σ the capture cross-section and ε the emission
probability for electrons and holes respectively.

In thermal equilibrium the rates of capture and emission have to be equal,
separately for both electrons and for holes. This follows from the requirement
that electron and hole concentration, as well as the average defect occupation
probability, do not change. Furthermore, the average defect occupation prob-
ability has to be given by the Fermi function, evaluated at the energy of the
defect level Et, thus:

Rc,n = νth,nσnnNt(1 − Pt) = εnNtPt = Rε,n (2.6.12)

Rc,p = νth,pσppNtPt = εpNt(1 − Pt) = Rε,p (2.6.13)

Pt =F (Et) =
1

1 + e
Et−EF

kT

, (2.6.14)

from which one arrives at

εn = νth,nσnn
1 − F (Et)

F (Et)
= νth,nσnn e

Et−EF
kT = νth,nσnni e

Et−Ei
kT (2.6.15)

εp = νth,pσpp
F (Et)

1 − F (Et)
= νth,pσpp e

EF−Et
kT = νth,pσpni e

Ei−Et
kT . (2.6.16)

Here we have made use of (2.4.2) to express the charge-carrier densities by the
intrinsic densities and the Fermi level.

Turning now back to the stationary nonequilibrium case, the net recom-
bination rate can be calculated either for electrons or for holes by taking the
difference between capture and emission rates. One expects the same answer
for electrons and holes because the average occupation rate of the defects has
to be constant. One thus has

U =Rc,n −Rε,n = Ntνth,nσn

[
n(1 − Pt) − ni e

Et−Ei
kT Pt

]
=Rc,p −Rε,p = Ntνth,pσp

[
pPt − ni e

Ei−Et
kT (1 − Pt)

]
, (2.6.17)
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from which one finds the defect-occupation probability Pt as follows:

1 − Pt

Pt
=

νth,pσpp + νth,nσnnie
Et−Ei

kT

νth,nσnn + νth,pσpnie
Ei−Et

kT

(2.6.18)

Pt =
νth,nσnn + νth,pσpnie

Ei−Et
kT

νth,pσpp + νth,nσnnie
Et−Ei

kT + νth,nσnn + νth,pσpnie
Ei−Et

kT

(2.6.19)

1 − Pt =
νth,pσpp + νth,nσnnie

Et−Ei
kT

νth,pσpp + νth,nσnnie
Et−Ei

kT + νth,nσnn + νth,pσpnie
Ei−Et

kT

. (2.6.20)

Inserting (2.6.19) and (2.6.20) into (2.6.17), one obtains for the excess recom-
bination rate as follows:

U =
Ntνth,nσnνth,pσp(np− n2

i )

νth,nσn

[
n + nie

Et−Ei
kT

]
+ νth,pσp

[
p + nie

Ei−Et
kT

] . (2.6.21)

Comparison with (2.6.4) yields

β =
Ntνth,nσnνth,pσp

νth,nσn

[
n + nie

Et−Ei
kT

]
+ νth,pσp

[
p + nie

Ei−Et
kT

] . (2.6.22)

As was done before for the case of direct semiconductors, we can derive
from this carrier-concentration-dependent recombination factor β the low-level
injection recombination time constant τr and the generation lifetime τg. With
(2.6.5), one gets, after ignoring the small terms in the denominator of (2.6.22),
for n- and p-type semiconductors respectively:

τr,n =
1

βn0
≈

1 + ni

n0

[
νth,pσp

νth,nσn
e

Ei−Et
kT + e

Et−Ei
kT

]
νth,pσpNt

(2.6.23)

τr,p =
1

βp0
≈

1 + ni

p0

[
νth,nσn

νth,pσp
e

Et−Ei
kT + e

Ei−Et
kT

]
νth,nσnNt

. (2.6.24)

In these (last two) equations, n0 and p0 are the majority carrier concentrations,
usually large with respect to the intrinsic concentration ni. For defect levels Et

very close to the intrinsic level Ei, the second term in the numerators of (2.6.23)
and (2.6.24) can therefore be neglected.

The generation lifetime defined in (2.6.7) as the ratio of intrinsic charge
density and initial generation rate of the fully depleted semiconductor is found,
from (2.6.21) with n = p = 0, as

Gth = − U =
Ntνth,nσnνth,pσpni

νth,nσne
Et−Ei

kT + νth,pσpe
Ei−Et

kT

(2.6.25)

τg =
ni

Gth
=

1

Nt

[
1

νth,pσp
e

Et−Ei
kT +

1

νth,nσn
e

Ei−Et
kT

]
. (2.6.26)
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Fig. 2.19. Dependence of the recombination and generation lifetimes on the energy level of the
defect, for the special case νth,nσn = νth,pσp = νthσ0. (After Sze 1985, p. 53 Fig. 15)

Generation and recombination time constants are shown as function of the
trap energy level in Fig. 2.19 for the special case of equal capture cross-section
of electrons and holes (νth,pσp = νth,nσn). One easily reads from (2.6.23–2.6.26)
that recombination time constants in this case have an energy dependence of
a + cosh(Et−Ei

kT
) and cosh(Et−Ei

kT
) respectively.

2.7 Simultaneous Treatment of Carrier Generation
and Transport

In the previous sections of this chapter, charge generation and recombination
has been treated separately from charge transfer phenomena (drift and dif-
fusion). Here their interplay – described by the continuity equation and the
electric field configuration – will be considered.

The continuity equation states that the increase of the number of charge
carriers of a given type in an arbitrary part of the semiconductor is given by the
difference of generation and recombination in the volume and the inward flux
through the surface. Restricting ourselves for simplicity to the one-dimensional
case, we have for the small volume Adx in Fig. 2.20:

∂n

∂t
Adx = Φn(x)A− Φn(x + dx)A + (Gn −Rn)Adx ,

where Φn, Gn and Rn are flux, generation and recombination rates of electrons.
Replacing the flux by current density (Jn = −qΦn), one obtains

∂n

∂t
=

1

q

∂Jn
∂x

+ Gn −Rn
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Fig. 2.20. Charge-carrier flow and generation-recombination in a small volume of thickness dx
and area A

for electrons, and similarily for holes

∂p

∂t
= −

1

q

∂Jp
∂x

+ Gp −Rp .

This may be generalized for the three-dimensional case to

∂n

∂t
=

1

q
�Jn + Gn −Rn

∂p

∂t
= −

1

q
�Jp + Gp −Rp .

Using (2.5.3) one arrives at the continuity equations

∂n

∂t
= µnn�E + Dn�

2n + Gn −Rn (2.7.1)

∂p

∂t
= −µpp�E + Dp�

2p + Gp −Rp ,

where the current density has been separated into a drift term and a diffusion
term.

The electric field E is determined by the charge distribution through Pois-
son’s equation

�E =
ρ

εε0
, with ρ = q(p− n + ND −NA) . (2.7.2)

The space-charge density ρ has been expressed by carrier and doping concen-
trations.

An exact analytical solution of this set of simultaneous differential equa-
tions with given boundary conditions is in most cases not possible. However
numerical solutions can be found using computer techniques. This is done ex-
tensively in device simulations, which are described in Chap. 12. We will also
attempt to give approximate solutions for specific cases through the text.



36 2 Semiconductors

Example 2.5
Problem: Find the width (due to diffusion only) after 1µs of an concentrated
but expanding electron cloud produced in silicon.
Solution: As the problem is spherically symmetrical, it is sufficient for the
linear differential equation (2.7.1) to look at a single projection only. We then
solve the continuity equation in the absence of an electric field and neglecting
recombination. Thus:

∂n(x, t)

∂t
= Dn

∂2n(x, t)

∂x2
.

Assuming a Gaussian distribution with time-dependent width, we have

n(x, t) = a(t)e−b(t)x2

∂n(x, t)

∂t
= (a′(t) − a(t)b′(t)x2)e−b(t)x2

∂2n(x, t)

∂x2
= (−2ab + 4ab2x2)e−b(t)x2

and one then obtains the following:

a′ − ab′x2 = Dn[−2ab + 4ab2x2]

a′ = −2abDn

− ab′ = 4ab2Dn

−
b′

b2
= 4Dn

1

b
= 4Dn(t + t0)

a′

a
= −2bDn = −

1

2(t + t0)

ln(a) = −
1

2
ln(t + t0) + ln(const)

a =
const
√
t + t0

leading to

n(x, t) =
C

σ
e−

x2

2σ2 where σ =
√

2Dn(t + t0) .

The width of the charge cloud thus increases with the square root of time. For
1µs, we have the following result for silicon:

σ =

√
2
kT

q
µnt =
√

2 · 0.0259V· 1350 cm2/Vs · 10−6 s = 84µm .

Generalizing the result from the previous example from electrons to holes,
we find that for an intrinsically concentrated charge cloud of either electrons or
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holes, we can show that after time t, from diffusion only, a Gaussian distribution
with width σ is such that

σ =
√

2Dt =

√
2
kT

q
µt . (2.7.3)

D = kT
q
µ is the diffusion constant of either electrons or holes.

2.8 Summary and Discussion

Commonly used semiconductors are single crystals with diamond or zincblende
lattice. Their properties can be described in a simple bond representation or in
a more sophisticated band model that incorporates some quantum mechanical
results in a semiclassical picture. Electron energies are constrained to lie in
bands. Valence and conduction bands are separated by the band gap in which
no energy levels exist. At low temperatures, the valence band is completely
filled and the conduction band completely empty; the semiconductor is a per-
fect insulator. At elevated temperatures, thermal excitation succeeds in lifting
a small fraction of the electrons from the valence band to the conduction band.

Semiconductors can be doped by replacing a small fraction of proper atoms
by foreign atoms with a higher or lower number of valence electrons. The excess
or missing electrons in the crystal structure act as conduction electrons or holes.
In the band model this situation is described by local energy states in the band
gap.

In thermal equilibrium the occupation probability of energy states is de-
scribed by the Fermi function shown in (2.3.1). An energy state at the Fermi
energy has the occupation probability 1

2 . The value of the Fermi level EF is
obtained in a large uniformly doped semiconductor, far from boundaries with
other materials, from the requirement of charge neutrality. Electron and hole
densities are related to the intrinsic carrier concentration ni and the deviation
of the Fermi level from the intrinsic level Ei thus:

n = ni e
EF−Ei

kT p = ni e
Ei−EF

kT . (2.4.2)

The product of electron and hole concentration in thermal equilibrium, given
by

n· p = n2
i , (2.4.3)

is independent of position and doping.
Carrier transport is due to drift and diffusion. At moderate electric fields

the drift velocity ν is proportional to the electric field E , where

νn = −µnE νp = µpE (2.5.1)

while at high field strengths the drift velocity approaches a saturation value.
Diffusion is due to random thermal motion that tends to smooth a nonuniform
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carrier distribution. The diffusion equation relates the carrier flux F to the
gradient of the carrier density:

F n = −Dn�n F p = −Dp�p . (2.5.2)

Values for diffusion D and mobility µ are related by the Einstein relation

D =
kT

q
µ . (2.5.4)

The presence of a magnetic field changes the direction of motion of electrons
and holes due to the Lorentz force.

Charge carrier generation occurs by thermal and optical excitation and by
ionizing radiation. Electrons and holes can recombine, thus reducing the num-
ber of free charge carriers. In thermal equilibrium the rate of carrier creation
by thermal excitation equals the rate of recombination.

The mechanisms for generation and recombination are quite different for
direct and indirect semiconductors. In indirect semiconductors the mechanisms
predominantly involve the presence of crystal defects (with local energy states
close to the center of the band gap). In direct semiconductors recombination
may lead to radiative transitions with photon emission.

The return from a nonequilibrium state to the equilibrium state is described
by the minority carrier lifetime. A distinction has to be drawn between recom-
bination and generation lifetimes, which can be numerically very different.



3 Basic Semiconductor Structures

The structures described in this chapter form the basis for semiconductor elec-
tronics as well as for detectors. A thorough knowledge of their functioning and
properties is a prerequisite for an understanding of semiconductor detectors.
Although excellent treatments of this subject may be found in many textbooks
(Grove 1967, Sze 1985), a short description with emphasis on later applications
to detectors will be given.

3.1 The p–n Diode Junction

Arguably, the most important electronic structure is the p–n junction, which
is obtained by joining together extrinsic semiconductors of opposite doping
(Fig. 3.1). Such a structure shows diode characteristics, and that means it will
conduct current mainly in one direction. To understand this phenomenon, we
will first consider the structure in thermal equilibrium without application of
an external voltage, then with application of voltages of either polarity, and
finally under irradiation with light and other ionizing radiation.

Fig. 3.1. A p–n diode junction: structure and device schematic

3.1.1 A p–n Diode in Thermal Equilibrium

We start from the hypothetical condition that the homogeneously doped p and
n regions are initially separated, electrically neutral and in thermal equilibrium,
with electrons and holes homogeneously distributed in their respective volumes
(Fig. 3.2a). Once the bodies are brought into contact (Fig. 3.2b), electrons will
diffuse into the p region and holes into the n region and a surplus will be created
of negative electric charge in the p region and of positive charge in the n region.
This creates an electric field that counteracts the diffusion. The electric field



40 3 Basic Semiconductor Structures

Fig. 3.2a,b. A p–n diode junction in thermal equilibrium, with its parts separated (a) and
brought together (b)

also sweeps away any mobile charge carriers (electrons and holes) in the region
around the boundary, so that a space-charge region is obtained in which the
excess nuclear charge from the doping atoms is not neutralized by the movable
carriers.

The situation may also be considered in the band model shown in the same
figure. The built-in voltage Vbi is obtained from the requirement that the Fermi
levels have to line up in thermal equilibrium. It may be worthwhile to men-
tion that this built-in voltage, which is also referred to as a diffusion voltage,
will not appear on the same metal electrical connections attached to the de-
vice, since it will be compensated for by the built-in voltages in the metal–
semiconductor contacts. This point will be taken up again after discussing the
metal–semiconductor contact.

Fig. 3.3. A p–n diode junction in the “abrupt change” approximation
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Example 3.1
Problem: Find the built-in voltage for a silicon p–n junction at room tem-
perature with doping concentrations NA = 1016 cm−3 (acceptor) and ND =
1012 cm−3 (donor).
Solution: The built-in voltage can be calculated from the difference in the
intrinsic levels on the neutral p and n regions. Using (2.4.2) and setting the
majority carrier concentrations equal to, respectively, the acceptor and donor
concentrations, we have

nn = ND = ni e
EF−En

i
kT pp = NA = ni e

E
p
i
−EF

kT

NA · ND = n2
i e

E
p
i
−En

i
kT

Vbi =
1

q
(Ep

i −En
i ) =

kT

q
ln

NAND

n2
i

(3.1.1)

= 0.0259 ln
1016 · 1012

(1.45 × 1010)2
= 0.458V .

As mentioned earlier, the space-charge region around the p–n junction
boundary will be almost free of movable charge carriers, while the majority
carrier concentration in the neutral regions will be large. The transition re-
gions for most practical cases will be very thin compared with the space-charge
region, so that for calculation of the potential, one may in good approxima-
tion assume an abrupt change between a neutral and a completely depleted
space-charge region (see Fig. 3.3).

Example 3.2
Problem: Derive the width d of the natural space-charge region and the max-
imum electric field Emax for an abrupt p–n junction as a function of the dop-
ing concentrations NA and ND. Calculate the width for a very highly doped
(NA = 1016 cm−3) p-type junction on n-type detector-grade material with
ND = 1012 cm−3.
Solution: Using the abrupt change approximation, we may find the extension
of the space-charge region from the junction into the n and p regions from the
requirement that the electric field at the boundaries of the space-charge region
is zero and that the potential difference equals the built-in voltage. Requiring
zero electric field at the boundaries corresponds to zero total charge in the
space-charge region, expressed algebraically

NDdn = NAdp .

The electric field at the junction is then

Emax =
1

εε0
qNDdn =

1

εε0
qNAdp

and the voltage steps are
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Vn =
Emaxdn

2
=

1

εε0

qNDd
2
n

2
=

1

εε0

qNAdpdn
2

Vp =
Emaxdp

2
=

1

εε0

qNAd
2
p

2
=

1

εε0

qNDdpdn
2

.

Setting the voltage V across the junction, where

V =Vn + Vp =
q

2εε0
(NA + ND)dndp

=
q

2εε0

(NA + ND)ND

NA
d2
n =

q

2εε0

(NA + ND)NA

ND
d2
p ,

equal to the built-in voltage Vbi, we obtain the following for the depletion
depths dn, dp, d and the maximum electric field Emax:

dn =

√
2εε0
q

NA

ND(NA + ND)
Vbi

dp =

√
2εε0
q

ND

NA(NA + ND)
Vbi

d = dn + dp =

√
2εε0Vbi

q(NA + ND)

[√
NA

ND
+

√
ND

NA

]

=

√
2εε0(NA + ND)

qNAND
Vbi (3.1.2)

Emax =
1

εε0
qNDdn =

√
2q

εε0

NAND

NA + ND
Vbi

with Vbi given by (3.1.1).
For the case of very asymmetric doping, where NA 	 ND, we obtain

d ≈

√
2εε0
qND

Vbi =

√
2 · 11.9 · 8.854 × 10−14 F/cm

1.6 × 10−19 As · 1012 cm−3
× 0.485V = 25.3µm

Emax ≈

√
2q

εε0
NDVbi

=

√
2 · 1.6 × 10−19 As

11.9 · 8.854 × 10−14 F/cm
× 1012 cm−3 · 0.485V = 384V/cm .

Although the net current in an unbiased diode has to be zero, it may still
be instructive to consider the mechanisms leading to this balance. Considering
electrons, for example, we notice that their concentration is very high in the
neutral n region (nn0 ≈ ND), while it is very low in the neutral p region

(np0 ≈ n2
i

NA
). Thus a diffusion electron current is expected to flow from the n

region to the p region. It is counterbalanced by the drift current flowing in
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the opposite direction. This balance holds at any point in the junction and for
electrons and holes separately.

The carrier concentration at an arbitrary position within the junction can
be expressed by the potential, or the intrinsic energy level Ei, at that position
using (2.4.2):

n = ni e
EF−Ei

kT nn = ni e
EF−En

i
kT

n

nn
= e−

Ei−En
i

kT
p

pp
= e−

E
p
i
−Ei

kT . (3.1.3)

In these equations nn and En
i (pp and Ep

i ) are the electron (hole) concentration
and intrinsic energy level in the neutral n region (p region). For the ratio of
carriers of the same type in the two neutral regions, one obtains similarily:

np

nn
=

pn
pp

= e−
E

p
i
−En

i
kT = e−q

Vbi
kT . (3.1.4)

3.1.2 A p–n Diode with Application of an External Voltage

If an external voltage is applied to the diode, the system is not in thermal
equilibrium and the previous equilibrium considerations can only be applied
in an approximate way. In order to find the current–voltage characteristics of
a diode, we will estimate the minority carrier densities (e.g. electrons in the p
region) at the edges of the neutral regions. From this value we then will derive
the minority carrier diffusion currents at the edges of the neutral regions, which
to good approximation represent the total currents of the respective carrier
types both in the space-charge region and at the boundary of the other neutral
regions. Minority carrier drift currents in the neutral regions can be ignored
because of the large ratio between majority and minority carrier concentrations.

For a forward bias, the voltage across the junction will decrease from the
equilibrium value Vbi by the externally applied voltage V > 0 to Vbi − V . The
width of the space-charge region (see (3.1.2)) will shrink to

d =

√
2εε0(NA + ND)

qNAND
(Vbi − V ) (3.1.5)

and the minority carrier concentration at the edge of the space-charge region
will increase. Using for the minority charge carrier concentrations at the edges
of the space-charge region the relationship given in (3.1.3), which has been
developed for the thermal equilibrium case7, one expects

7 This assumption is equivalent to using the Fermi level for majority carriers not only in the
thermal equilibrium condition but also when extending the validity range throughout the
space-charge region. In that region one then has different “Fermi levels” for electrons and
holes, which one calls “Quasi-Fermi” levels and which are strictly speaking only a convenient
parameterization of carrier densities.
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np = nne−q
Vbi−V

kT = np0
eq

V
kT , pn = pn0

eq
V
kT . (3.1.6)

Here, np0 is the electron density at the edge of the neutral p region in the ther-
mal equilibrium case, which equals the electron density in the nonequilibrium
case inside the neutral p region far away from the edge. As the minority carrier
diffusion currents will be proportional to the deviation of the minority carrier
concentrations from their equilibrium values, exponential behavior of electron
and hole, as well as the total diode current, is expected. This can be expressed
as

J = (Jsn + Jsp)
(
e

qV
kT − 1
)

= Js

(
e

qV
kT − 1
)

(3.1.7)

and Js, the reverse bias saturation current, can be calculated by solving the
time-independent continuity equation for minority carriers with the boundary
condition of zero minority carrier concentration at the edge towards the space-
charge region.

Writing down (2.7.1) for one dimension and neglecting the drift term, one
obtains for the stationary case (∂n

∂t
= 0)

Dn
∂2np

∂x2
+ Gn −Rn = 0 . (3.1.8)

With use of the excess recombination rate U ≡ Rn − Gn from (2.6.6), the
solution to the differential equation

Dn
∂2np

∂x2
−

np − np0

τr
= 0 (3.1.9)

with the boundary condition np(x = 0) = 0 is given by

np = np0

(
1 − e

− x√
Dnτr

)
. (3.1.10)

Here we have chosen x = 0 for the space-charge region boundary in the p sub-
strate, with x pointing in the direction from n to p side, so that for a position
far inside the neutral p region, x → ∞ the minority carrier concentration np

equals the thermal equilibrium value np0
.

Using (2.6.6) and (2.5.3) respectively, we can find the excess generation rate
G = Gn −Rn and the diffusion minority carrier current Jn as a function of x,
the distance from the edge of the depletion region. Then we have

G =
np0 − np

τr
=

np0

τr
e
− x√

Dnτr (3.1.11)

Jn = qDn
∂np

∂x
=

qnp0Dn√
Dnτr

e
− x√

Dnτr . (3.1.12)

The value at x = 0 gives the diffusion current emitted from the p side into the
space-charge region, yielding

Jsn =
qnp0Dn

Ln
with Ln =

√
Dnτr (3.1.13)
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Ln, called diffusion length, is a measure for the depth of the region from which
charge will diffuse into the space-charge region.8

Equivalent considerations for the hole current in the n region lead to a total
reverse bias saturation current of

Js = q

(
np0

Dn√
Dnτrn

+
pn0

Dp√
Dpτrp

)
. (3.1.14)

Thus the diode current can be seen to be inversely proportional to the doping
concentration and to the square root of the lifetime.

The above expression has been derived under the assumption that no charge
is being generated in the space-charge region. This is certainly a oversimplifi-
cation for reversely biased diodes built on detector-grade material.

In order to discuss the role of the depletion region in the current–voltage
characteristics, it is again advantageous to first consider an unbiased diode
in thermal equilibrium. Then the electron and hole concentrations will vary
in such a way that the product n· p = n2

i remains constant, while generation
and recombination rate balance each other in any point in the junction. The
electron and hole concentrations can be obtained from (3.1.3), which we used
as an approximation for the minority carrier concentration also in the case
of applied bias. If a forward bias is applied to the junction, the product n· p
will increase above n2

i and recombination will exceed generation in the space-
charge region. This leads to an increase of the forward current above the value
obtained from (3.1.7) and (3.1.14).9 For reverse biasing, n· p will fall below n2

i

and generation will dominate. In the extreme case of n· p 
 n2
i – the standard

situation for biased detectors – one may simply calculate the generation current
originating in the depletion region by multiplying the depletion volume with
the generation rate Gth = ni

τg
from (2.6.7), as has been done already in the

example given in Sect. 2.6.7.
A slightly better estimation for the additional current generated in the

space-charge volume is obtained by multiplying only the change in the depletion
volume due to the applied voltage with the thermal generation rate:10

Jv = − q
ni

τg
(d− d0)

= − q
ni

τg

√
2εε0(NA + ND)

qNAND
(
√
Vbi − V −

√
Vbi) . (3.1.15)

8 The derivation (3.1.10) is valid for the situation in which the metal contacts are at large
distances compared with the diffusion lengths Ln and Lp from the junction. The more
general case will be considered in Chap. 5, in Example 5.1.

9 The forward recombination current has less steep exponential behavior with voltage
(
Jr ≈

e
qV
2kT

)
than the diffusion current (see (3.1.7)) and therefore dominates at low applied

voltage (below ≈ 0.5V for Si-diodes).
10At zero applied voltage, the natural depletion region has formed already, but the current

has to be exactly zero.
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This expression follows from (3.1.5), with the sign convention of taking currents
in forward direction as positive.

3.1.3 A p–n Diode Under Irradiation with Light

Irradiation with light will generate electron–hole pairs in a semiconductor. Pairs
generated in the space-charge region of a p–n junction will be separated by the
electric field. If the voltage across the junction is kept at the built-in potential
by, for instance, shortening the external leads of the device, a photocurrent
will be generated. If alternatively the leads are open, the voltage across the
junction will drop to such a value that the photocurrent is compensated for
by an increase of the diffusion current as given in (3.1.7). This voltage change
appears as an output voltage at the external leads of the device.

Example 3.3
Problem: Not only electron–hole pairs created in the space-charge region will
contribute to the photocurrent, but also those generated in the neutral region
– although with smaller efficiency. Find this efficiency as a function of the
distance from the space-charge region and the diode bias voltage, using similar
approximations to those used in deriving the current–voltage characteristics of
a diode. See Fig. 3.4.

Fig. 3.4. Creation of a photocurrent in a unbiased p–n diode junction. Photons may be ab-
sorbed in the space-charge region or in the neutral n and p regions

Solution: We consider, as in Sect. 3.1.2, minority carriers (electrons) in the
p region. The origin of our one-dimensional coordinate system (x = 0) is put
at the edge of the space-charge region on the p side, x pointing towards the
neutral p region, and light is supposed to generate charge at x = x0 so that the
generation rate of electrons by light is described by GL(x) = GL· δ(x− x0). So
the problem reduces to solving the continuity equation (3.1.8) and (3.1.9) sep-
arately for the regions 0 < x < x0 and x0 < x < ∞ with boundary conditions
at x = 0, x = x0 and x → ∞.
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At x = 0 the electron density is assumed to obey the exponential behavior
of (3.1.6), and thus

n(x = 0) = np0e
qV
kT .

At x = x0 we require continuity of the electron density, and so

n(x0 + ε) = n(x0 − ε) ε → 0

and a discontinuity of the electron flux equaling the generation rate at x = x0:

F (x = x0 + ε) − F (x = x0 − ε) = GL .

At x → ∞ the flux has to be zero:

F (x → ∞) → 0

The general solution to the linear differential equation

Dn
∂2n(x)

∂x2
−

n(x)

τr
= −

np0

τr
(3.1.16)

is given by

n(x) =Ae−
x
L + Be

x
L + np0 (3.1.17)

F (x) = −Dn
∂n(x)

∂x
=

Dn

L

[
Ae−

x
L −Be

x
L

]
with L =

√
Dnτr, the diffusion length.

Using subscripts 1 and 2 for the two regions, we find from the boundary
conditions

at x → ∞ :B2 = 0;
at x = x0 :A2e

−
x0
L = A1e

−
x0
L + B1e

x0
L

Dn

L

(
A2e

−
x0
L −A1e

−
x0
L + B1e

x0
L

)
= GL

leading to
B1 = L

2Dn
GLe−

x0
L ;

at x = 0 : A1 + B1 + np0 = np0e
qV
kT

leading to

A1 = − L
2Dn

GLe−
x0
L + np0

(
e

qV
kT − 1
)

.

Putting A1 and B1 into (3.1.17) we find the region 1 electron concentration
and flux after combining terms containing the photon generation GL as

n1(x) = np0 +
L

Dn
GL sinh

x

L
e−

x0
L + np0

(
e

V
kT − 1
)

e−
x
L

F1(x) = −GL cosh
x

L
e−

x0
L +

Dn

L
np0

(
e

V
kT − 1
)

e−
x
L .
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From the flux at x = 0 we find the electron current density in the diode:

Jn = qF (x = 0) = q
Dn

L
np0

(
e

qV
kT − 1
)
− qGLe−

x0
L . (3.1.18)

The first term represents the electron current in the unilluminated diode
derived already in Sect. 3.1.2, the second term represents the contribution due
to illumination. Thus in our model, minority carriers generated by light con-
tribute with 100% efficiency to the reverse-bias diode current when generated
in the space-charge region and with efficiency

ε =e−
x0
L (3.1.19)

when produced in the neutral region.11 L =
√
Dnτr is the diffusion length

and x0 the distance from the space-charge region. The dependence of the
illumination-generated current on the bias voltage is only indirect, through
the variation of the extent of the space-charge region.

Example 3.4
Problem: Find the voltage appearing on the open terminals of a diode illu-
minated homogeneously, such that the generation rate per volume is GL. Find
the current in the device when the terminals are short-circuited.
Solution: Using the result of the previous example, we may integrate the
contribution of light to the current density in the neutral n and p regions,
as well as in the space-charge region, and we obtain

JL = −q GL (Ln + d + Lp) , (3.1.20)

where Ln and Lp are the diffusion lengths in the respective regions and d is
the width of the space-charge region, given by (3.1.5). We then set the total
current density

J = Js(e
− qV

kT − 1) + Jv − qGL(Ln + Lp + d) (3.1.21)

to zero, to obtain the voltage V appearing on the terminals. The diffusion
current Js and the volume current Jv are given in (3.1.14) and (3.1.15), the
depletion depth d by (3.1.2). If we ignore the change of depletion depth due to
illumination, we have Jv = 0 and d = d0 and obtain

V =
kT

q
ln

[
1 +

qGL(Ln + Lp + d0)

Js

]

=
kT

q
ln

⎡
⎣1 +

GL(
√
Dnτn +

√
Dpτp + d0)

np0

√
Dn

τn
+ pn0

√
Dp

τp

⎤
⎦ . (3.1.22)

11In the derivation, we have assumed that the diffusion lengths are small with respect to
the thickness of the respective doped regions. For the treatment of the problem where this
condition is not fulfilled, see Example 5.1 in Chap. 5.
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For finding the current in the short-circuited device, we put V = 0 into
(3.1.21) and solve it, again with the assumption of unchanged depletion depth,
finding

Jsc = −qGL(Ln + Lp + d) .

3.1.4 Capacitance–Voltage Characteristics

In Sect. 3.1.2 we derived the current–voltage characteristics of a diode with
the assumption of an abrupt junction and uniform doping in the two regions.
These assumptions are arbitrary and do not in general correspond to reality.
Capacitance–voltage measurements, in contrast, are often used to measure the
doping profile of semiconductors. We therefore will derive the capacitance–
voltage characteristics for an arbitrary (one-dimensional) doping profile. For
simplicity (and because it corresponds to a common situation in detectors),
we will restrict ourselves to an extremely asymmetric junction with very high
p-doping on a low-doped n-substrate. In such a case we may assume that the
space-charge region is fully contained in the low-doped substrate.

Fig. 3.5a,b. Finding the capacitance–voltage characteristics of a nonuniform doped p–n diode
junction. The device structure with applied forward bias and space-charge region extending
from x = 0 to x = W (a) and the space-charge density (b) are shown

The situation is shown in Fig. 3.5 with the highly doped p region on the
left of x = 0. Positive externally applied voltage V corresponds to forward-
biasing of the diode. Variable W is the width of the space-charge region, and
we define potential zero in the neutral n region (at the boundary towards the
space-charge region).

In order to find the capacitance–voltage characteristics, we will consider
the change in voltage and surface charge of the highly doped p region when
the space-charge region is increased from width x to x + dx, and perform an



50 3 Basic Semiconductor Structures

integration from x = 0 to W . Increasing the space-charge region by dx means
that the surface charge will increase by qNDdx, thus causing an electric field
change of qNDdx

εε0
and a surface voltage change of x qNDdx

εε0
. We thus obtain

Qp = −

∫ W

0

qND(x) dx (3.1.23)

Ψp =

∫ W

0

qND(x)

εε0
x dx . (3.1.24)

As was discussed previously, the potential difference across the junction Ψp is
given by the difference between built-in voltage Vbi and applied bias voltage V
(V < 0 for reverse-bias). Vbi was given in (3.1.1) as

Vbi =
kT

q
ln

NAND

n2
i

,

where the doping concentrations have to be taken at the edges of the space-
charge region.

In order to find the measured capacitance of the device, we have to take
the derivative of charge Qp with respect to the externally applied voltage V :

C =
∂Qp

∂V
=

∂Qp/∂W

∂V/∂W
(3.1.25)

∂Qp

∂W
= −qND(W ) (3.1.26)

∂V

∂W
=

−∂Ψp

∂W
+

∂Vbi

∂W
= −

qND(W )

εε0
W +

kT

q

1

ND(W )

∂ND(W )

∂W
. (3.1.27)

We thus obtain, for the inverse capacitance,

1

C
=

W

εε0
−

1

qND(W )

∂Vbi

∂W
=

W

εε0
−

kT

q

1

qN2
D

∂ND

∂W
≈

W

εε0
. (3.1.28)

The second term, being due to the variation of the built-in voltage with doping,
usually will be negligible with respect to the applied (reverse-bias) voltage and
thus can be neglected at least for reverse-bias. The width of the space-charge
region can then be found from the capacitance measurement as

W =
εε0
C

. (3.1.29)

For the measurement of the doping concentration, we must look at the
variation of the inverse square of capacitance with the applied voltage. Again,
ignoring the variation of Vbi with W and making use of (3.1.29) and (3.1.24),
we have

∂(1/C2)

∂V
=

∂(1/C2)/∂W

∂V/∂W
=

2W/(εε0)
2

qNDW/(εε0)
=

2

qNDεε0
. (3.1.30)



3.1 The p–n Diode Junction 51

The doping concentration at depth W is thus

ND =
2

qεε0
∂(1/C2)

∂V

. (3.1.31)

3.1.5 Breakdown Under Strong Reverse Bias12

In Sect. 3.1.2 we showed through (3.1.7) and (3.1.14) that the reverse-bias
current reaches saturation at high reverse-bias voltages. This result was ob-
tained by considering the diffusion of minority carriers into the space-charge
region of the reverse-biased junction. Further increase of the current is due to
the growth of the space-charge region and the corresponding increase of the
volume-generated current. That this behavior cannot continue ad infinitum is
intuitively clear. At some point the electric field will become so high that an
electrical breakdown will occur and the reverse-bias current increases drasti-
cally.

We will consider this breakdown, trying to understand the underlying mech-
anisms. It turns out that there are two mechanisms at work, one of them in-
volving the interaction of the electric field with the covalently bound electrons.
In terms of the bond representation, the electrons are liberated by the strong
electric force; in the band model this “Zener breakdown” is described as the
movement of electrons from the valence band to the conduction band by the
electric field alone.

The other breakdown mechanism, “avalanche breakdown”, involves the
charge carriers (electrons and holes) that are accelerated by the electric field be-
tween collisions with the lattice or crystal defects, some of them gaining enough
kinetic energy to break up covalent bonds in the lattice when they collide with
it. Two additional carriers, an electron and a hole, are created in an individual
multiplication process as was described in Sect. 2.6.5.

We will now try to arrive at a semiquantitative description of these two
mechanisms.

Zener Breakdown
The band structure of a highly doped, strongly reverse-biased p–n junction is
shown in Fig. 3.6.

With the reverse-bias-voltage well above the band gap, the occupied energy
levels in the valence band of the p-type semiconductor line up with unoccupied
energy levels in the conduction band at the n-side. Movement of the valence
electrons from the p-side towards the same energy state on the n-side is pre-
vented by the approximately triangular-shaped potential barrier (Fig. 3.7) of
height EG and width

L =
EG

qE
. (3.1.32)

12This section may, if desired, be skipped in a first reading. We will refer to it in later Chaps. 9
and 11.
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Fig. 3.6. Band structure of a strongly reverse-biased p–n diode junction. (After Muller-Kamins
1977, p. 200 Fig. 4.14)

Fig. 3.7. Potential barrier preventing the flow of electrons from an occupied state of the valence
band on the p side towards the empty state of same energy in the conduction band on the
n side of the strongly reverse-biased p–n diode junction. Transition from n- to p-side is still
possible by the quantum mechanical tunnel effect. (After Muller–Kamins 1977, p. 201 Fig.
4.15)

Such a barrier can be overcome by the quantum mechanical tunnel effect.
The probability of tunneling Θ through a barrier of variable height is found
using the WKB approximation:

Θ ≈ exp

⎡
⎣−2

∫ L

0

√
2mEB(x)

h̄2 dx

⎤
⎦ . (3.1.33)

For the triangular-shaped barrier one obtains carrying out the integration

Θ ≈ exp

[
−4

√
2mEGL

3h̄

]
= exp

[
−4

√
2mE

3/2
G

3qh̄E

]
. (3.1.34)

Note the strong (exponential) dependence of the tunneling probability on the
inverse electric field and the width of the barrier.

In order to estimate the Zener current, we have to know the number of
valence electrons arriving at the barrier, that have an empty state of same
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energy at the other side, NvA (A being the cross-section of the device, N and
v being the density and velocity of valence electrons respectively), and multiply
it with the tunnel probability and the elementary charge:

I = qANvΘ . (3.1.35)

Example 3.5
Problem: Estimate the magnitude of the electric field needed to obtain an
appreciable Zener current in a reverse-biased silicon diode. Require a 10mA
current in a 10−5 cm2 device. The density of valence electrons having a cor-
responding empty conduction band state of same energy is assumed to equal
the atomic density of about N = 1022 cm−3. As velocity, the thermal velocity
of v = 10−7 cm/s is taken.13 Find also the width of the tunnel barrier L and
the relative change of the current with the electric field. Estimate the doping
density required for a breakdown voltage of 10V.
Solution: Using (3.1.35) we find the required tunneling probability as

Θ =
I

qANv

=
10−2 A

1.6 × 10−19 As· 10−5 cm2· 1022 cm−3· 10−7 cm/s
= 0.6 × 10−7 .

Using (3.1.34) we find the corresponding electric field as

E =
−4

√
2mE

3/2
G

3qh̄

1

lnΘ
.

With the electron mass m = 0.91095 × 10−30 kg = 0.91095 × 10−30 Jm−2s2,
EG = 1.12 eV = 1.12 · 1.6 × 10−19 J and h̄ = 1.0546 Js, we can then establish
that

E =
−4

√
2 · 0.91095 × 10−30 Jm−2s2 (1.12 · 1.6 × 10−19 J)3/2

3 · 1.6 × 10−19 As · 1.0546 × 10−34 Js

×
1

ln(0.6 × 10−7)

= 4.9 × 108 V/m .

The width of the barrier is found from (3.1.32) as

L =
1.12 eV

4.9 × 106 eV/cm
= 2.3 nm .

The required doping density N can be estimated by setting the maximum
electric field of a symmetrically doped abrupt p–n junction (see (3.1.2) with

13These assumptions are rather arbitrary and not well justified. They are made to get order-
of-magnitude estimates. It is also unclear what “effective” mass should be taken for the
electron.
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NA = ND = N and Vbi replaced by Vbi −V ) equal to the electric field required
for Zener breakdown:

Emax =

√
2q

εε0
N(Vbi − V )

N ≈
εε0
2q

E2
max

V
=

11.9 · 8.854 × 10−14 F/cm

2 · 1.6 × 10−19 C
·

(4.9 × 106 V/cm)2

10V

=7.9 × 1018 cm−3 .

Avalanche Breakdown
Avalanche breakdown due to the process of charge multiplication described
in Sect. 2.6.5 occurs when, for both types of charge carriers, the kinetic en-
ergy acquired by the electric field between collisions is high enough to trigger
multiplication processes. Then the secondary generated charge carrier, moving
in the opposite direction to the primary carrier, is again capable of initiating
a multiplication process, and an avalanche thereby develops. The probability
that a multiplication process is initiated is dependent not only on the electric
field value but also on the spatial extent of this high field region as the charge
carriers have to gain enough energy between collisions with mean free path
length of the order of 10µm (see Sect. 2.5) in order to initiate a multiplication
process (Sect. 2.6.5).

We will try to estimate the onset of avalanche breakdown in an asymmet-
rically doped reverse-biased p–n+ diode. Minority carriers will diffuse into the
space-charge region. With the asymmetric doping, the rate of electrons diffus-
ing from the undepleted p region into the space-charge region will be much
larger than that of holes from the undepleted n region. Therefore, as a good
approximation, the hole concentration at the n side boundary of the space-
charge region can be taken as zero.14 It will, however, be non-zero inside the
space-charge region due to electron-induced multiplication processes.

In part of the space-charge region, the field may be high enough so that
multiplication processes can occur. In such a case both electron (moving for-
ward) and hole (moving backward) concentrations will increase by an equal
amount. Introducing the field-dependent multiplication coefficients αn and αp

for electrons and holes, we may write for the change of electron and hole con-
centrations in a thin region dx:

dn = dp = αnn(x)dx + αpp(x)dx , (3.1.36)

with αn, αp strong functions of x due to their dependence on the electric field,
temperature, doping concentration, etc. Measured values for silicon and GaAs
are shown in Fig. 3.8. Note the difference between electrons and holes.

As holes in our approximation are originating from multiplication processes
only, we can set the hole concentration at position x equal to the difference of

14This non-essential assumption simplifies the analysis slightly.
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Fig. 3.8a,b. Measured multiplication coefficients for electrons and holes in silicon, germanium,
GaAs and other compound semiconductors. (After Sze 1981, p. 47 Fig. 30)

electron concentrations taken at the n-side space-charge boundary (x = L) and
at position x:

p(x) = n(L) − n(x) . (3.1.37)

We then obtain, via (3.1.36),

dn

dx
= (αn − αp)n(x) + αpn(L) . (3.1.38)

An analytic solution to this equation is possible for the special case of αn =
αp = α. We then have

n(L) = n(0) +

∫ L

0

dn

dx
= n(0) + n(L)

∫ L

0

α(x)dx .

Taking as multiplication factor M the ratio between electrons leaving and elec-
trons entering the space-charge region, we then derive

M =
n(L)

n(0)
=

1

1 −
∫ L
0
α(x)dx

,
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and from that equation we notice that M → ∞ for

∫ L

0

α(x)dx = 1 .

This is the condition for avalanche breakdown.

3.2 Metal–Semiconductor Contact

The metal–semiconductor contact was one of the first practical semiconduc-
tor devices showing rectifying properties. In its early form it was a whisker
pressed against a semiconductor surface. Now metal–semiconductor contacts
(also known as Schottky barriers) are produced using a planar process, the
technique now generally used in microelectronics.

Functioning of the metal–semiconductor contact (Fig. 3.9a) can be ex-
plained in the band model similarly to what has been done for the diode
junction. Conductors differ from semiconductors by having a partially filled
conduction band and therefore having the Fermi level – the level at which the
occupation probability is one-half – inside the conduction band. Furthermore,
the amount of charge carriers available in the metal is so huge that for static
situations in good approximation the electric field inside the metal is zero and
the interaction with the surrounding material can be described by a surface
charge on the outside boundary of the metal.

Looking first at the situation of separated metal and semiconductor (Fig.
3.9b), we introduce the work function qΦ, which is the energy necessary for
moving an electron from the Fermi level to the vacuum. The value of Φm will
depend on the type of metal and be different in value from the semiconduc-
tor work function Φs, which in addition is dependent on doping. The electron
affinity qχ, the difference between the conduction-band edge and the vacuum
level, is an intrinsic property of the specific semiconductor independent of dop-
ing. We have assumed Φm > Φs, a necessary condition for obtaining rectifying
properties in an n-type semiconductor–metal contact.

As metal and semiconductor are brought into contact, the Fermi levels
have to line up and a voltage difference Vbi = Φm −Φs will build up across the
junction and the band will be bent in the vicinity of the metal–semiconductor
boundary. The charge carriers in the semiconductor will rearrange themselves
in such a way that the thermal equilibrium condition is met at any point of the
semiconductor, while at the metal side a surface charge compensating for the
positive space-charge in the semiconductor boundary region will develop (Fig.
3.9d). From Fig. 3.9c we may read the barrier height, namely the threshold
an electron with average energy in the metal has to overcome to reach the
semiconductor region:

qΦBn = q(Φm − χ) . (3.2.1)
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Fig. 3.9a–e. Metal–semiconductor contact (a). Description in the band model: metal and n-
type semiconductor separately in thermal equilibrium (b); metal and semiconductor joined
together (c); charge density (d); electric field (e)

The height of this barrier will remain unchanged if an external voltage is ap-
plied, while the threshold for electrons against movement from the semicon-
ductor to the metal will change from the equilibrium value Vbi by the applied
voltage. Thus we expect a rectifying behavior by the junction. The energy-band
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Fig. 3.10a–c. Energy band diagram for metal–n-type and p-type semiconductor junction: in
thermal equilibrium (a); with forward bias (b); with reverse bias (c). (After Sze 1985, p. 164
Fig. 4)

diagram, with the application of an external voltage to metal n-type and p-type
semiconductors, is shown in Fig. 3.10.

Measurement of the barrier height does not follow too closely the simple the-
oretical expectation. This fact is explained by the creation of a large number of
interface states with energy levels in the band gap at the semiconductor–metal
interface. Complicated chemical processes, such as the absorption of oxygen in
surface barriers, also play a role and can even lead to an increase of barrier
height.

3.2.1 Current–Voltage Characteristics

Contrary to the case of the p–n junction, where we were able to derive the
current–voltage characteristics by considering minority carriers only in the two
semiconductor regions, we have mainly to deal here with majority carriers.

In order to arrive at the current–voltage characteristics, we first will consider
in more detail the thermal equilibrium condition. The flow of electrons from
the semiconductor to the metal will be exactly balanced by the opposite flow
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from the metal to the semiconductor. While the flow from the metal will be
fixed (as it is expected to depend on the barrier height only), the flow from
the semiconductor to the metal is expected to be proportional to the carrier
concentration at the interface and thus depend on the applied voltage. Using –
as was done already in the case of the p–n junction – (3.1.3) for an estimate of
this density, we can expect again an exponential relationship between current
and voltage:

J = Js(e
qV
kT − 1) . (3.2.2)

The saturation current Js is found to be

Js = A∗T 2e−
qΦBn
kT (3.2.3)

with A∗ the effective Richardson constant. The values of A∗ are 110AK−2cm−2

and 132AK−2cm−2 for n- and p-type silicon respectively (Sze 1981, p. 167).
In addition to the majority carrier current, a usually much smaller minority
carrier current is present. It can be estimated in exactly the same way as in
the case of the p–n junction leading to (3.1.3).

3.2.2 Ohmic Contact

An ohmic contact is defined as a metal–semiconductor contact with a negligible
contact resistance compared with the bulk or series resistance of the semicon-
ductor. In the above treatment we have considered the thermic emission of
electrons to be the main source of current. For very high doping concentrations
(above 1019 cm−3) the width of the potential barrier may become so small that
the process of tunneling becomes important (Sze 1981, p. 171). Then the char-
acteristic resistance of the junction becomes small and an ohmic contact is
obtained.

3.3 Metal–Insulator–Semiconductor Structure

Besides the p–n diode junction the metal–insulator–semiconductor (MIS) struc-
ture is that where the properties have to be thoroughly understood in order
to be able to work with semiconductor detectors. This structure is more fre-
quently referred to as ”MOS” or a Metal–Oxide–Semiconductor structure, since
the common insulator in the case of silicon is SiO2. The MOS structure forms
the basis of most charge coupled devices (CCDs), which commonly are used
for optical imaging. It also forms the essential part of MOS transistors, which
are the building blocks of the most widely used microelectronics technology.
An understanding of the MOS structure is also necessary for dealing with un-
wanted effects in the insulation structure of detectors and electronics, which in
most cases is based on oxide. The MOS structure furthermore has proved to
be an extremely useful structure for the investigation of semiconductor surface
effects.
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Fig. 3.11a–e. States of an “ideal” p-type MOS structure: thermal equilibrium (a); accumula-
tion (b); surface depletion (c); overdepletion (d); inversion (e)

In order to simplify the treatment, we will first consider the “ideal case” in
which we assume identical work functions for metal and semiconductor and a
complete absence of space-charges in the oxide. The description will then be
generalized to include these effects.

Looking at the device first in a very naive fashion (Fig. 3.11), we have
a homogeneously doped p-type semiconductor insulated by an oxide layer from
the metal. Without the application of an external voltage, the holes will be
uniformly distributed in the semiconductor and the electric field will be zero
everywhere in the device. If a negative voltage with respect to the semiconduc-
tor bulk is applied to the metal, holes will be attracted to the semiconductor
oxide interface and a thin layer of positive charge will form in the semiconduc-
tor at the boundary. The voltage will then appear across the oxide layer. This
situation is called “accumulation”.

The situation is more complicated if in our case a positive voltage is ap-
plied to the metal. Then the holes will be pushed away from the interface and
a negative space-charge region will be formed. This is a stable situation if the
voltage is small, and the process is called “depletion”. If the voltage is further
increased, the depletion width will increase also; however this “overdepleted”
situation is not stable. Thermally generated electron–hole pairs will be sepa-
rated by the electric field in the space-charge region, the holes moving towards
the bulk and the electrons accumulating at the semiconductor–insulator inter-
face. The thin negative charge layer is named an “inversion layer”, and the
status of the system is called inversion.

In the overdepleted state – although not in thermal equilibrium – the MOS
structure can be used as detector. Electrons generated by ionizing radiation
in the space-charge region will move towards the oxide–semiconductor bound-
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Fig. 3.12a–d. An n-type MOS structure in the band model: flat-band condition (a); accumula-
tion (b); surface depletion (c); inversion (d). For simplification of the illustration it has been
assumed that no oxide charges are present

ary and induce a charge of slightly smaller magnitude in the metal electrode.
This induced charge can be measured. Electrons assembled at the insulator–
semiconductor boundary can also be moved in a controlled fashion sideways
towards a readout electrode – as is the case in most CCDs (see Sect. 6.6).
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3.3.1 Thermal Equilibrium Condition

The same situations may be considered now in the energy-band model. Here,
in contrast, we take as an example a homogeneously doped (doping concentra-
tion ND) n-type semiconductor. As metal and semiconductor are separated by
an insulator, charge carriers will have infinitely small probability for crossing
between the semiconductor and the metal (and therefore the current is zero,
even if an external voltage is applied to the device), so that we may consider
thermal equilibrium separately in the two regions. We will right away consider
the more general case, that the work function of metal and semiconductor are
different (the work function of the semiconductor anyway depends on the dop-
ing level). Another very important aspect of the role of charges in the insulator
is, however, postponed to the next section (Sect. 3.3.2).

We will use the band model (Fig. 3.12) and the abrupt change approxima-
tion (Fig. 3.13), which has already proved quite useful in the treatment of the
diode, for a description of the operation modes of the MOS structure.

Flat-Band Condition
Figure 3.12a shows the so-called flat-band condition, the situation that the
charge carrier concentration in the homogeneously doped n-type semiconductor
is uniform up to the boundary with the oxide and the electric field strength
throughout the semiconductor is zero. The Fermi level EF (expressed as qΨB ,
which is its distance from the intrinsic level) is obtained from (2.4.2) with
the assumption of the complete ionization of the donor and acceptor states
respectively. We have for n- and p-type semiconductors

qΨBn = EF −Ei = kT ln
ND

ni
(3.3.1)

qΨBp = Ei −EF = kT ln
NA

ni
,

and the semiconductor work function can be obtained with the doping-indepen-
dent electron affinity χ as

qΦs = qχ + EC −Ei − kT ln
ND

ni
(3.3.2)

qΦs = qχ + EC −Ei + kT ln
NA

ni
.

As the oxide is free of charge, it is field-free also. Therefore the vacuum level
will be constant throughout the device. As the work function qΦ (the energy
necessary to move an electron from the Fermi level to the vacuum level) is
different for the metal and the semiconductor, a flat-band voltage

VFB = Φm − Φs (in the absence of oxide charges) (3.3.3)

has to be present to achieve this condition. It may be worthwhile pointing
out that VFB corresponds to the external voltage that has to be applied to
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a) accumulation:

Eox = −
Qacc

εoxε0

V − VFB = Eoxdox

= −Qacc
dox

εoxε0
= −

Qacc

Cox

b) depletion:

Es = −
qND

εsε0
ds

Ψs = −
qND

εsε0

d2
s

2

Eox = −
qND

εoxε0
ds

V − VFB = −
qNDds

ε0

(
ds

2εs
+

dox

εox

)

c) inversion:

Ψs = −2ΨB = −
qND

εsε0

d2
max

2

dmax =

√
4εsε0ΨB

qND

Es = −
qND

εsε0
dmax

Eox = −
qND

εoxε0
dmax −

Qinv

εoxε0

V − VFB = −
qNDdmax

ε0

(
dmax

2εs
+

dox

εox

)
−

Qinv

Cox

= −2ψB −
1

Cox

(√
4qNDεsε0ΨB + Qinv

)

Fig. 3.13a–c. Charge density, electric field and potential of an n-type MOS structure in the
abrupt change approximation: accumulation (a); surface depletion (b); inversion (c)

the device. This can be seen when making contact between the silicon bulk
and a metal electrode of the same type as the gate. As shown in Sect. 3.2,
the Fermi level is constant in the silicon–metal contact and a built-in voltage
corresponding to the differences in work functions of silicon and metal develops.
The difference between the Fermi levels between gate and silicon therefore
equals the difference between the vacuum levels of metal gate and metal bulk
contact.
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Accumulation
If one applies a voltage more positive than VFB across the structure (Fig. 3.12b
and 3.13a) the potential at the semiconductor–oxide interface will also move
in the positive direction, so that the energy bands will bend downwards in the
boundary region. As the Fermi level gets closer to the conduction band edge,
the electron concentration will increase in the vicinity of the interface. At each
point inside the semiconductor the thermal equilibrium condition

n

ni
= e

EF−Ei
kT (3.3.4)

will be fulfilled.
Due to the exponential dependence of the electron concentration on the

potential, the region of increased electron concentration is so thin that it can
be approximated to by a surface-charge density at the interface (remaining at
bulk potential). This simplification is similar to the assumption of an abrupt
change between a space-charge and a neutral region in the case of the diode.

The surface charge density is then given by

Qacc = −εoxε0
V − VFB

dox
= −Cox(V − VFB) , (3.3.5)

where Cox is the oxide capacitance per unit area.

Example 3.6
Problem: Estimate the depth of the accumulation layer and express it as
a function of the surface-charge density of the accumulation layer.
Solution: We will try to find the electron concentration n(x) for an n-type
semiconductor, x being the distance from the oxide–semiconductor interface.
An estimate for the thickness of the electron layer will be obtained by taking
the ratio of surface charge density Q = q

∫∞
0

n(x)dx and electron volume charge
density at x = 0.

Defining potential zero in the neutral region of the homogeneously doped
n-type semiconductor with doping density ND, the electron and hole densities
are given as

n(x) =n0 exp

(
qΨ(x)

kT

)
= ND exp

(
qΨ(x)

kT

)

p(x) =
n2

i

n(x)
=

n2
i

ND
exp

(
−qΨ(x)

kT

)
.

As we are considering an equilibrium state, there are no currents to consider
(drift and diffusion currents cancel each other out). The charge density is given
by

ρ(x) = q [ND − n(x) + p(x)] ,
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and we use the (one-dimensional) Poisson equation

∂2Ψ

∂x2
= −

∂E

∂x
= −

ρ(x)

εsε0

= −
q

εsε0

[
ND −NDe

qΨ(x)
kT +

n2
i

ND
e

−qΨ(x)
kT

]
.

We do not attempt to obtain an explicit solution for Ψ(x) of this nonlinear
equation but rather are interested in the electric field at the surface, from which
we can obtain the total net charge within the semiconductor. We therefore

multiply the Poisson equation by ∂Ψ(x)
∂x

and integrate from x to infinity:∫ ∞

x

∂2Ψ

∂x2

∂Ψ

∂x
dx = −

q

εsε0

∫ ∞

x

[
ND −NDe

qΨ(x)
kT +

n2
i

ND
e

−qΨ(x)
kT

]
∂Ψ

∂x
dx .

Observing that ∂2Ψ
∂x2

∂Ψ
∂x

can be written as 1
2

∂
∂x

(
∂Ψ
∂x

)2
and taking Ψ = 0 and

∂Ψ
∂x

= 0 at x → ∞, we obtain through the integration of both terms:

−
1

2

(
∂Ψ

∂x

)2

=
q

εsε0

[
NDΨ(x) −ND

kT

q

(
e

qΨ(x)
kT − 1
)
−

n2
i

ND

kT

q

(
e

−qΨ(x)
kT − 1

)]
.

The surface charge density Q(x), defined as the integral over the volume charge
density ρ(x) in the region x to ∞, can be calculated from the electric field E(x)
as

Q(x) = εsε0
∂Ψ

∂x
(3.3.6)

= ±
√

2εsε0qND

√
−Ψ(x) +

kT

q

(
e

qΨ(x)
kT − 1

)
+

n2
i

N2
D

kT

q

(
e

−qΨ(x)
kT − 1

)
.

Inspection of the equation shows that the first term within the square root
corresponds to the donors atoms, the second to the electrons and the third to
the holes. The square root has to be taken negative for Ψ > 0 (accumulation)
and positive for Ψ < 0 (inversion).

Considering first the case of accumulation, we may neglect the holes and

obtain for qΨ(0)
kT

	 1

Q(0) ≈ −

√
2εsε0NDkT e

qΨ(0)
kT

ρ(0) ≈ −qNDe
qΨ(0)
kT ≈

q

2εsε0kT
Q(0)2

and the depth of the accumulation layer is given by

d̂ ≈
Q(0)

ρ(0)
≈

2εsε0kT

qQ(0)
. (3.3.7)

The depth of the accumulation layer is thus shown to be inversely propor-
tional to the accumulation surface charge density Q(0) and proportional to the



66 3 Basic Semiconductor Structures

absolute temperature T . For room temperature (300K) and electron density

Nacc = 1012 e/cm2 of the accumulation layer, we obtain d̂ = 3.4 nm.

Depletion
If a voltage V ≤ VFB appears across the n-type MOS structure, the bands
will bend upwards and the electron concentration will decrease (Fig. 3.12c).
Due to the exponential dependence on the distance between Fermi level and
conduction-band edge, the charge-carrier concentration will fall over a very
short distance to a value that is negligible compared with the doping con-
centration, so that the assumption of an abrupt change from space-charge to
undepleted semiconductor region can be made. With this approximation (Fig.
3.13b), it is easy to find the electric field configuration. Using basic relations,
depletion-layer surface-charge density QB, electric field Es and potential Ψs at
the semiconductor surface can be expressed by the depletion-layer depth ds as
follows:

QB = qNDds Es = −
qND

εsε0
ds Ψs = −

qND

2εsε0
d2
s . (3.3.8)

Here, zero potential in the neutral bulk region was assumed. The (con-
stant) electric field in the oxide Eox is scaled from Es by the ratios of dielectric
constants:

Eox =
εs
εox

Es = −
qND

εoxε0
ds , (3.3.9)

and the relation between applied voltage and depletion-layer depth is obtained
as:

V − VFB = Ψs + doxEox = −
qND

ε0
ds

(
ds

2εs
+

dox

εox

)
. (3.3.10)

The depth of the depletion layer (compare Fig. 3.12b) is thus given as

ds =

√
εsε0
qND

(VFB − V ) +

(
εs
εox

dox

)2

−
εs
εox

dox , (3.3.11)

and the bending of the bands at the interface is given by

Ψs = −
qNDd

2
s

2εsε0
. (3.3.12)

Inversion
If the voltage is further decreased, the intrinsic level at the interface will reach
– and eventually cross – the Fermi level (Ψs ≤ ΨB). Then we shall have a ma-
jority of holes at the interface (Figs. 3.12d and 3.13c). This situation is called
“weak inversion”. If, with further decrease of the voltage, the hole concentration
reaches or surpasses the electron bulk concentration, we arrive at the status
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of “strong inversion”. This condition is reached when the surface potential has
moved by twice the distance of the Fermi level from the intrinsic level in the
undepleted bulk, i.e.

Ψs = −2ΨB . (3.3.13)

The hole density at the surface equals the electron density in the bulk, and
the depletion depth equals

dmax =

√
4εsε0ΨB

qND
. (3.3.14)

The electric field at the surface of the semiconductor is then

Es = −
qND

εsε0
dmax = −

√
4qNDΨB

εsε0
, (3.3.15)

and the threshold voltage is given by

VT = VFB − 2ΨB + Eoxdox = VFB − 2ΨB −
dox

εoxε0

√
4qNDεsε0ΨB . (3.3.16)

Further increase above the corresponding threshold voltage in our approxima-
tion will only increase the strength of the inversion layer, the depletion depth
remaining constant at dmax.

The surface-charge density of the inversion layer will be given as

Qinv = (VT − V )Cox . (3.3.17)

Example 3.7
Problem: Estimate the depth of the inversion layer as a function of the surface
charge density of the inversion layer.
Solution: We solve this example similarly to the accumulation case and start
from (3.3.6), which was still of general validity. As before, we are interested in
the surface-charge density (this time of the inversion layer) and the volume-

charge density at the semiconductor–insulator surface. Assuming − qΨ(0)
kT

	 1,
as is the case in inversion, we have

Q(0) ≈

√
2εsε0qND

[
−Ψ(0) +

n2
i

N2
D

kT

q
exp

(
−qΨ(0)

kT

)]

ρ(0) = qp(0) = q
n2

i

ND
exp

(
−
qΨ(0)

kT

)
.

From the first of the two equations we obtain

n2
i

N2
D

e−
qΨ(0)
kT ≈

q

kT

[
Q2(0)

2εsε0qND
+ Ψ(0)

]

=
1

2εsε0kTND

[
Q2(0) + 2εsε0qNDΨ(0)

]
,
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which may be used by reexpressing the volume-charge density at the surface as

ρ(0) ≈
q

2εsε0kT

[
Q2(0) + 2εsε0qNDΨ(0)

]
.

Estimating the inversion-layer thickness d by the ratio of surface-charge density
of the inversion layer and volume-charge density at the surface, we obtain

d ≈
Q(0)

q(0)
≈

2εsε0kT

qQ(0)

1

1 + 2εsε0NDΨ0

Q2(0)

≈
2εsε0kT

qQ(0)

1

1 +
(

qNDds

Q(0)

)2 .

We have used (3.3.8) for expressing the surface potential ψ(0) by the deple-
tion depth ds and notice that the last expression in the denominator is just the
square of the ratios of charges in the space-charge region and in the inversion
layer.

3.3.2 The Si–SiO2 MOS Structure

The Si–SiO2 MOS structure is the most extensively studied metal–insulator–
semiconductor system. An important aspect of this system is the presence of
oxide charges in the SiO2 bulk and at the Si–SiO2 interface. Before discussing
the origin of these charges, their consequences for the static behavior of the
structure will be described.

In that regard it is sufficient to obtain changes in the flat-band voltage due
to these charges. As we have so far expressed the properties by the difference
of the applied voltage from the flat-band condition, the previous relationships
remain valid. The flat-band voltage change will depend on the amount and
distribution of the charge inside the oxide.

A sheet of positive charge with surface charge density σ at distance x from
the metal will cause a flat-band voltage change (Fig. 3.14) of ∆VFB = − σx

εoxε0
.

Thus the combined effect of surface charge σint at the interface and a volume
charge ρ(x) will be

∆VFB = −
1

εoxε0
[σintdox +

∫ dox

x=0

ρ(x) x dx] . (3.3.18)

This value has to be added to the workfunction difference between metal and
semiconductor (see (3.3.3)).

The nature and properties of oxide and interface states will be discussed
in more detail in Chaps. 4 (material properties) and 12 (radiation damage).
Here and now, it is sufficient to make just a few remarks. Charges in the oxide
may be due to holes trapped at defects in the oxide. These positive charges are
fixed in space. The sites on which they may be trapped are especially numer-
ous close to the Si–SiO2 interface due to the strong lattice distortions in the
transition region from oxide to silicon. Defects in this region are able to assume
several charge states. If they are located close enough to the semiconductor,
so that tunneling is possible, they can change their charge state by capturing
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Fig. 3.14. Flat-band voltage change due to oxide charges

electrons or holes from the semiconductor. The charge state of these “interface
states” therefore depends on the conditions on the semiconductor surface. Of
a different nature are positively and negatively charged ions (e.g. Na+), which
can be distributed throughout the oxide and may move under the influence of
an electric field. This movement is strongly temperature-dependent.

3.3.3 Capacitance–Voltage Characteristics

As was the case for the diode junction, the capacitance–voltage characteristics
of the MOS structure provide diagnostic information, not only on the semicon-
ductor but also on the insulator and the insulator–semiconductor interface.

As has been discussed in Sect. 3.3.1, there exist four characteristic situations
for the MOS structure:

• flat-band condition, in which the semiconductor is in a uniform condition
up to the insulator boundary;

• accumulation, in which the majority carriers are attracted towards the
insulator–semiconductor interface, building a very thin conducting layer of
the same type as the semiconductor;

• surface depletion, in which the majority charge carriers are repelled from
the insulator–semiconductor interface. An insulating-depleted layer, whose
thickness depends on the applied voltage, forms in the surface region of
the semiconductor; and

• inversion, in which a thin conducting layer of minority carriers forms close
to the insulator–semiconductor interface, followed by an insulating space-
charge layer whose thickness is independent on the applied voltage.

Differential capacitance is measured by adding a small sinuisoidal voltage to
the constant bias voltage of the device and measuring the sinuisoidal current.

The thermal equilibrium values for such important quantities as, for ex-
ample, potentials, fields and surface charge densities have been calculated with
the usual abrupt-change approximation used in Sect. 3.3.1. Since we now apply
a bias varying with time, we have to consider also the time it takes until
these equilibrium conditions are reached. In the accumulation case, varying
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the accumulation-layer charge is accomplished by attracting or repelling ma-
jority charge carriers from/towards the bulk. This is a rather fast process as
it is governed only by drift and mobility. Similar considerations apply to the
depletion case. The situation is very different in the inversion case. Here, the
change in the inversion-layer charge density is accomplished by thermal gen-
eration and recombination in the space-charge and surface regions. For very
good semiconductors, having large generation lifetime, the time constants for
reaching equilibrium conditions can be extremely long (approaching millisec-
onds to seconds). Note, however, that this is true only in the absence of currents
parallel to the interface. Such type of currents can be supplied by neighboring
implanted electrodes, as is the case in MOS transistors (see Chap. 7). In such
cases, much faster transients are possible.

Frequency-dependent measurements of capacitance–voltage characteristics
therefore are able to give information not only on doping densities and flat-band
voltage but also on carrier lifetimes. We will restrict ourselves to discussion of
measurements at very low frequency – in which thermal equilibrium is reached
at all times – and on the measurement at frequencies high enough, so as to
prevent any significant change in the inversion-layer charge density.

At low frequencies we measure

• in the accumulation case, C = Cox;
• in the depletion case, C = CoxCs

Cox+Cs
, the series capacitance of oxide and

depletion layer capacitance; and
• in the inversion case C = Cox, the depletion layer depth staying constant

while the inversion-layer surface-charge density varies due to the applied
sinuisoidal voltage.

In these cases, Cox = εoxε0
dox

is the oxide capacitance, and Cs = εsε0
ds

is the
capacitance of the depletion layer.

At high frequencies the inversion-layer surface-charge density stays con-
stant, while the depletion-layer depth varies with the applied voltage. The
capacitance is then given by C = CoxCs

Cox+Cs
.

Between these idealized cases there exist continuous transistions whose de-
scription and quantitative investigations require significantly more elaborate
treatment than is intended here.

3.3.4 Nonequilibrium and a Return to Equilibrium

Information on position-dependent semiconductor properties, such as doping
densities and carrier lifetimes, can also be obtained by bringing a system into
thermal nonequilibrium and observing the return to equilibrium. From the time
behavior and its temperature dependence, quite sophisticated information can
be extracted.

An example for this procedure is the measurement of the capacitance of
a MOS structure as a function of time after it has been brought into deep
depletion by the sudden application of a bias voltage. The capacitance will
drop to a low value as the width of the depletion layer, given by (3.3.11), is
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above the thermal equilibrium value (see (3.3.14)) reached after the buildup of
the inversion layer, whose asymptotic surface-charge density curve is given by
(3.3.17).

The inversion-layer buildup is due to the thermal generation of electron–
hole pairs in the depleted region (and also to the diffusion of minority carriers
from the undepleted bulk into the space-charge region). As the depletion re-
gion shrinks during the process, it is possible to extract the carrier generation
lifetime as a function of the position in the semiconductor.

The lifetime itself is dependent on the type and concentration of the crystal
defects as well as on temperature. Its functional dependence on temperature
together with complementary measurements as, for example, the volume gen-
erated current and many more sophisticated methods, are used for the investi-
gation of defects in semiconductors.

Example 3.8
Problem: A MOS stucture is built on top of detector-grade n-type silicon with
doping concentration ND = 2 × 1012 cm−3 and generation lifetime τ = 10ms.
The oxide thickness is 2000 Å and the flat-band voltage −2V. The gate voltage
is suddenly changed from zero to −20V. Find the thickness of the depletion
layer immediately after application of the voltage step, and estimate the time
constant for reaching thermal equilibrium.
Solution: The thickness of the depletion layer immediately after applying the
voltage step is found from (3.3.11) using the dielectric constant of silicon εs =
11.9, and is derived as ds = 76.4µm. The depletion thickness after reaching
thermal equilibrium is found from (3.3.14) as dmax = 13µm. The difference
of total charge in the space-charge region immediately after application of the
voltage step and after reaching thermal equilibrium is given by ∆Q = ND (ds−
dmax) q = 2 × 1012 · 63.4 × 10−4 q = 1.27 × 1010 q cm−2. The volume-generated
current immediately after application of the voltage step is J = Gdsq = ni

τg
dsq =

1.45×1010

10−2 · 76.4 × 10−4 q = 1.11 × 1010 q cm−2s−1.

We take as estimate for the time constant the ratio τ = ∆Q
J

= 1.27×1010

1.11×1010 =
1.14 s.

We have stressed here the observation of the return to equilibrium as a di-
agnostic tool. Nonequilibrium operation of a MOS structure, however, is also
important in detector operation. This is the case in CCDs, for example, as will
be described in Sect. 6.6.
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3.4 The n+-n or p+-p Structures

In Sect. 3.1 considering the p–n junction, we observed that, even in thermal
equilibrium, buildups of potential occur. These are caused by the diffusion
of electrons into the p region and of holes into the n region, which creates an
electrically charged region, the space-charge region at the boundary between n-
and p-type doping. This internal potential buildup does not appear on external
electrodes made of the same metals because of exact cancellation in the metal–
semiconductor interfaces.

Fig. 3.15. Abrupt n+-n junction in thermal equilibrium: spatial distribution of donors and
electrons (top); representation in the band model (bottom)

A buildup of space-charge regions and potential differences also occurs for
single-type semiconductors when the doping density changes, as is the case in
n+-n and p+-p structures. The example of an abrupt n+-n junction is shown in
Fig. 3.15. Electrons from the n+ region diffuse into the less doped n region, thus
causing a surplus of negative charge on the n side and of positive charge on the
n+ side. The resulting electric field counteracts diffusion of further electrons.
Considering the situation in the band model (bottom part of Fig. 3.15), the
change in the Fermi level with doping concentration and the requirement that
the Fermi level lines up in thermal equilibrium results in a built-in voltage Vbi

equalling the difference of ΨB (see (3.3.1)) in the two regions.
As an example charge density, electric field and potential in an abrupt n+-n

junction with doping densities of 1014 and 1012 is shown in Fig. 3.16. The results
have been obtained with a numerical simulation (see Chap. 12).



3.5 Summary and Discussion 73

a)

b)

c)

Fig. 3.16a–c. Numerical simulation of an abrupt n+-n junction in thermal equilibrium: charge
density (a); electric field (b); intrinsic potential (c)

3.5 Summary and Discussion

Based on semiconductor physics described in Chap. 2, the properties of basic
semiconductor structures have been described in both a qualitative and a quan-
titative way. Approximations, such as the assumption of an abrupt change from
an electrically neutral semiconductor to the complete absence of charge carriers
in the space-charge region, have been made in the consideration.

Even in the absence of externally applied voltage, a p–n diode develops
a space-charge region due to diffusion of the majority carriers into the other
type semiconductor regions until the drift current exactly cancels the diffusion
current. The built-in voltage thus generated is given by

Vbi =
1

q
(Ep

i −En
i ) =

kT

q
ln

NAND

n2
i

(3.1.1)

and is exactly compensated for by the built-in voltages of the metal–semicon-
ductor contacts if the contacts are of the same metal.

The current–voltage characteristics of the diode have been calculated in
Sect. 3.1.2 under the assumption that the minority carrier density at the edge
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of the space-charge region is obtained from the majority carrier concentration
in the opposite-type region with the same exponential dependence on the volt-
age that holds for thermal equilibrium.15 The minority carrier currents at the
boundary towards the space-charge region were then obtained by solving the
diffusion equations inside the undepleted regions. For a reverse-biased diode,
this procedure gives only the current caused by diffusion of minority carriers
into the space-charge region; the additional contribution of charge generation in
that region has to be added. At very high reverse bias, the reverse bias current
increases dramatically. Two mechanisms can be responsible for this electrical
breakdown: “Zener breakdown”, whose physical origin is due to the quantum-
mechanical tunnel effect; and “avalanche breakdown”, which is due to charge
multiplication in charge–carrier collisions within the lattice.

Irradiation of a diode with light or ionizing radiation will generate charge
in the form of electron–hole pairs, which are separated in the electric field
of the space-charge region. But also the neutral region will be sensitive, as
the generated minority carriers have some chance of reaching the space-charge
region by diffusion (Sect. 3.1.3).

The metal–semiconductor contact may – depending on its construction –
also have rectifying properties. In many cases, however, interest centers on just
providing an ohmic contact, which can be accomplished by using high doping
concentrations so as to allow tunneling processes.

Depending on biasing, the metal–insulator–semiconductor structure (often
a metal–oxide–silicon (MOS) structure) may be in one of four characteristic
states:

• Flat-band condition. The potential of the metal Vm = VFB has been chosen
so that the semiconductor all the way up to the insulator is in a homoge-
neous condition, as if it were extending to infinity.

• Accumulation layer. The metal potential has been changed from the flat-
band condition in such a way as to attract majority carriers, which then
assemble in a very thin sheet at the semiconductor–insulator boundary.

• Depletion. This can be a shallow stable space-charge region where a de-
pletion of majority carriers occurs close to the insulator–semiconductor
interface (surface depletion) or where a sudden large voltage change drives
majority carriers deep into the semiconductor (deep depletion). The latter
situation is not stable as the (thermally generated) electron–hole pairs sep-
arate in the electrical field of the space-charge region, leading to the fourth
state (given below).

• Inversion. A layer of minority carriers is formed at the interface, separated
from the majority carriers in the nondepleted bulk by a depletion region
of width xmax that is independent of the applied voltage.

15This is equivalent to assuming separate Quasi-Fermi levels for electrons and holes (see
Chap. 12), the Quasi-Fermi level of majority carriers remaining constant throughout the
space-charge region.
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Quantitative results have been derived using essentially simple electrostatics
and some approximations, such as the abrupt appearance of an inversion layer,
once the situation of strong inversion is reached.

The insulator in general contains charge. In SiO2 this charge is usually
positive and mainly due to holes trapped in defect sites. Defects are especially
numerous in the vicinity of the Si–SiO2 interface. Defects at the interface can
assume different charge states depending on the presence of electrons or holes
at the interface. Ionic charge in the oxide bulk is mobile, the mobility being
strongly dependent on temperature.

The measurement of capacitance versus voltage and frequency can give very
valuable information on oxide, interface and silicon properties. A thorough
knowledge of the MOS structure is necessary for proper design of detectors
even if the specific detector principle is not based on the MOS structure. As
the oxide is the standard passivation material (used for surface protection)
of silicon detectors, parasitic MOS or similar structures quite naturally appear
and have to be designed so as not to generate breakdown problems or unwanted
electrical connections between adjacent electrodes.
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Semiconductor Detectors



4 Semiconductors as Detectors

Compared with other materials, semiconductors have unique properties that
make them very suitable for the detection of ionizing radiation. Furthermore,
semiconductors – especially silicon – are the most widely used basic materials
for electronic amplifying elements (transistors) and more recently for complete
microelectronics circuits. Thus part of the process technology that already ex-
isted in (micro) electronics could be taken or adapted for detector production.
Integration of detector and electronics can be envisaged. In the following, the
properties of important semiconductor materials will be discussed.

Also included in this chapter are data on other materials used in detector
and electronics structures, such as insulators and metals.

4.1 The Properties of Intrinsic Semiconductor Materials

The uniqueness of semiconductor material properties can best be appreciated
by comparing them with the most widely used radiation detectors that are
based on ionization in gas. Values for silicon will be used in this comparison;
properties of other important semiconductor materials are given in Tables 4.1
to 4.3.

• The small band gap (1.12 eV at room temperature) leads to a large number
of charge carriers per unit energy loss of the ionizing particles to be de-
tected. The average energy for creating an electron–hole pair (3.6 eV) is an
order of magnitude smaller than the ionization energy of gases (∼ 30 eV).

• The high density (2.33 g/cm3) leads to a large energy loss per traversed
length of the ionizing particle (3.8MeV/cm for a minimum ionizing par-
ticle). Therefore it is possible to build thin detectors that still produce
large enough signals to be measured. In addition, the very small range of
δ-electrons prevents large shifts of the center of gravity of the primary ion-
ization from the position of the track. Thus an extremely precise position
measurement (of a few µm) is possible.

• Despite of the high material density, electrons and holes can move almost
freely in the semiconductor. The mobility of electrons (µn = 1450 cm2/Vs)
and holes (µp = 450 cm2/Vs) is at room temperature only moderately
influenced by doping. Thus charge can be rapidly collected (∼ 10 ns) and
detectors can be used in high-rate environments.

• The excellent mechanical rigidity allows the construction of self-supporting
structures.
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Table 4.1. Intrinsic properties of selected semiconductors at T = 300 K unless otherwise stated.
Data are from the following references: a) Landolt–Börnstein vol. 22a (1987) and 17a (1982);
b) Beadle, Tsai and Plummer (1985); c) Sze (1983); and d) Alig (1980). Theroretical values
are marked with an asterisk

Substance Si Ge GaAs Diamond

lattice diamond diamond zink- diamond

blende

lattice spacing [Å] 5.431a 5.657a 5.653a 3.567a

Optical transition indirect indirect direct indirect

Minimum energy gap [eV] 1.12a,c,d
0 .664 (291K)

a 1.42a,d 5.48a

1.17 (0K)a 0.67b 1.52 (0K)a 5.47d

0.735d

dEg/dT×104 [eV/K] -2.3a -3.7a -3.9a -0.5a

Effective density of state

Conduction band NC[cm−3] 3.22×1019 b 1.04×1019 b

2.8×1019 c

Valence band NV[cm−3] 1.83×1019 b 6.0×1018 b

1.04×1019 c

Electron affinity [eV] 4.85 b

4.05 c

Intrinsic carrier 1.02×1010 a
2.33×1013 a

2.1×106 a

concentration [cm−3] 1.38×1010 b
2.4×1013 b

1.45×1010 c

Mean energy for electron–hole
pair creation εpair[eV]

3.63d 2.96d 4.35d 13.1d

3.63d∗ 2.78d∗ 3.90d∗ 11.6d∗

Fano factor F 0.115d∗ 0.13d∗ 0.10d∗ 0.08d∗

Drift mobility µ [cm2/V·s]

Electrons µn 1450 a 3900 a,c 8800 a 1800 a,c

1500 c 8500 c

Holes µp 505 a 1800 a 320 a
1600 (290K)

a

450 c 1900 c 400 c 1200 c

Saturation velocity [cm/s]

Electrons vs,n ∼1×107 b
6.2×106 b

Holes vs,p ∼8.4×106 b
5.7×106 b

107 a

Intrinsic resistivity [Ωcm] 230×103 b 47 b

Hall mobility [cm2/V·s]

Electrons 9200a

Holes 370a ∼2400
a 400a

Density of state effective mass

Electrons m∗/m0 1.18 a 0.056 a 0.2 c

1.0 (4K) b 0.55 (4K) b 0.067 c

Holes m∗/m0 0.81 a 0.53 a 0.75 a

0.591 (4K) b 0.29 (4K) b 0.082 c 0.25 c
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Table 4.2. Physical properties of selected semiconductors. Data are from the following refer-
ences: a) Landolt–Börnstein vol. 22a (1987) and 17a (1982); b) Beadle, Tsai and Plummer
(1985); and c) Sze (1983)

Substance Si Ge GaAs Diamond

lattice diamond diamond zink- diamond

blende

lattice spacing [Å] 5.4307 a 5.657 a 5.653 a 3.5668 a

atomic number 14 32 31+33 6

average atomic mass 28.09 72.59 72.32 12.01

density [g/cm3] 2.329 a 5.323 a 5.317 a 3.515 a

Coefficient of thermal 2.56 a 5.90 a 6.86 a,c 1.0 a

linear expansion [10−6 K−1] 2.6 c 5.8 c

Thermal conductivity 1.56 a 0.45 a ∼10
a

[W/cm·K] 1.5 b,c 0.60 b

Dielectric constant 11.9 a,c 16.2 a 12.9 a 5.7 a

Breakdown field [V/cm] ∼3 105 a

Index of refraction 3.42 a,c 3.99 a 3.25 a 2.42 a

Melting point [◦C] 1392 a 917 a 1220 a 3907 a

1415 b,c 937 b,c 1238 c

Radiation length [cm] 9.36 2.30 12.15

[g/cm2] 21.82 12.25 42.70

• An aspect completely absent in gas detectors is the possibility of creating
fixed space charges by doping the crystals used. It is thus possible to create
rather sophisticated field configurations without obstructing the movement
of signal charges. This allows the creation of detector structures with new
properties that have no analogy in gas detectors.

• As detectors and electronics can both be built out of silicon, their integra-
tion into a single device is possible.

Intrinsic properties of the important semiconductors silicon (Si), germanium
(Ge) and gallium arsenide (GaAs) are collected in Table 4.1. Their physical
properties are shown in Table 4.2. Diamond (C), which potentially has very
interesting properties although at present sufficiently perfect material is not
available, has also been included in these tables. Some caution has to be ap-
plied when using these tables, because parameters found in the literature are
not always consistent, so that in some cases several numbers are quoted. Con-
sulting the original literature when trying to judge the validity of the quoted
numbers is recommended. Collection of data on semiconductors is taken from
Landolt–Börnstein vols. 22a (1987) and 17a (1982), Beadle, Tsai and Plummer
(1985), Sze (1983) and Alig (1980). Data on insulators and metals are from
Landolt–Börnstein vol. 17c (1984). These collections usually give references to
the original literature.

The most commonly used semiconductor materials are germanium and sil-
icon but also other compound materials are used, such as GaAs and CdTl,
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Table 4.3. Properties of compound semiconductors. Data are from Sze (1985) unless otherwise
stated by d for Alig (1980). Theoretical values are marked with an asterisk

Semi- Lattice Band– Band Mobility ε Z εpair F

conductor constant gap µn µp [eV]

[Å] [eV]

IV–IV SiC 3.08 2.99 I 400 50 10.0 14+6 6.9d 0.09d∗

2.86d 6.88d∗

III–V AlSb 6.13 1.58 I 200 420 14.4 13+51 6.88d∗

GaAs 5.63 1.42 D 8500 400 13.1 31+33 4.35d 0.10d∗

1.42d 3.90d∗

GaP 5.45 2.26 I 110 75 11.1 31+15 6.54d 0.09d∗

2.22d 5.37d∗

GaSb 6.09 0.72 D 5000 850 15.7 31+51

InAs 6.05 0.36 D 33000 460 14.6 49+33

InP 5.86 1.35 D 4600 150 12.4 49+15

InSb 6.47 0.17 D 80000 1250 17.7 49+51

II–IV CdS 5.83 2.42 D 340 50 5.4 48+16 6.3d 0.09d∗

5.63d∗

CdTe 6.48 1.56 D 10500 100 10.2 48+52 3.90d∗ 0.10d∗

ZnO 4.58 3.35 D 200 180 9.0 30+8 7.50d∗ 0.09d∗

ZnS 5.42 3.68 D 165 5 5.2 30+16 8.23d∗ 0.08d∗

IV–VI PbS 5.93 0.41 I 600 700 17.0 82+16

PbTe 6.46 0.31 I 6000 4000 30.0 82+52

and in addition others may promise interesting possibilities in the future (e.g.
diamond, SiC etc.). Germanium and silicon are indirect semiconductors, their
most important difference being the factor of two in the band gap and the much
shorter radiation length for germanium.16

Because of its high absorption probability, germanium is well suited for x-
ray measurements, and also for near infrared detection due to its small band
gap. However, because of the possibility of band-to-band thermal excitation of

16The radiation length is a measure for the energy loss of a high-energy charged particle
due to bremsstrahlung. In a thin layer ∆x, the energy loss is ∆E = E ∆x

X0
with X0 the

radiation length. It is also a measure for the probability of high-energy photons (for which
photon effect and Compton scattering is negligible compared with electron–positron pair
production) interacting in the material. The mean free path of high-energy photons is
approximately 9/7 times the radiation length. The radiation length is also related to the
average scattering angle of a high-energy charged particle. For a thickness ∆x, the average

projected scattering angle is θscatt ≈ 15 MeV/c
P

√
∆x
X0

, with P representing the particle

momentum.
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electrons at room temperature and of correspondingly high reverse-bias cur-
rents, the detectors require cooling.

As silicon is the most commonly used material in the electronics industry,
it has one big advantage with respect to other materials, namely a highly
developed technology. For x-ray detection one problem is the limit in thickness
that can be depleted with the application of reasonably low voltages, as intrinsic
material cannot be manufactured.

In lithium-drifted silicon [Si(Li)] remaining acceptor concentrations are
compensated for by interstitial lithium, which sticks in the vicinity of donor
sites when drifted through the bulk of the material. However, technological pro-
cessing of this material is very limited since high-temperature processes destroy
the properties of the material.

GaAs so far has been used with limited success for nuclear radiation de-
tection, where large sensitive volumes and a full charge collection are required.
However, it is a common material in ultra-high-speed electronics, because of
the high mobility of electrons (µn = 8800 cm2/Vs), and in photonics, due to
the direct semiconductor property. Interest in GaAs radiation detectors has
risen in recent time in high-energy physics, as use in extremely high radiation
environments is envisaged. High radiation tolerance with respect to reverse-
bias currents is expected because of the large band gap of GaAs compared
with silicon; thus the effect of crystal damage on the reverse-bias current is
suppressed. There exists, however, the problem of incomplete charge collection
due to trapping by (radiation-induced) defects. Use of GaAs, as well as other
compound semiconductors, opens up the possibility of “band-gap engineering”
as the width of the band gap (EG = EC − EV) can be controlled. This is the
case, for example, in heterojunctions.

For special purposes, such as x-ray or infrared detection, semiconductors
with very low radiation length and/or small band gap are used. For operation
at elevated temperature and for radiation hardness at room temperature oper-
ation, materials with larger band gaps as (e.g. SiC and diamond) may become
important in the future. Because of the extremely high mobility, diamond also
looks like an excellent candidate for high-speed application. However, the tech-
nology for producing detector-grade diamond material is still in its infancy. We
will concentrate here on the standard materials of silicon and germanium.

4.2 Properties of Extrinsic Semiconductor Materials

The properties of semiconductors can be changed dramatically (intentionally
and unintentionally) by small deviations from a perfectly uniform crystal struc-
ture. This is intentionally done by adding tiny amounts of foreign atoms with
more or less electrons in the outer shell than the proper atoms of the crystal (see
Sect. 2.4). In this way it is possible to change the conduction type, particularly
the ratio between electrons and holes, from equality in strong favour of either
electrons or holes. Unintentionally one may also add further chemical elements
and generate crystal defects, which can deteriorate the material properties.
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The introduction of impurities and crystal defects may occur already during
crystal growing, cutting or polishing, or be generated during processing or
through radiation exposure (see Chap. 11). In the following text we will restrict
ourselves to bulk properties. Emphasis will be on silicon, the most thoroughly
studied and most widely used semiconductor material.

Surface defects are unavoidable, due to the break in symmetry near the
boundary, where incomplete bonding is responsible for significant distortions of
the lattice structure. This situation will be discussed in Sect. 4.3, in conjunction
with insulators used for the passivation of the crystal surface.

4.2.1 Doping of Semiconductors

Doping of semiconductors, the addition of a tiny fraction of foreign atoms,
can be performed during crystal growth or later on during device processing.
The effect on electrical material properties will not only depend on type and
concentration of these foreign atoms but also on the way they are built into
the crystal structure. As interstitials they are squeezed between regular lattice
sites, thus deforming locally the lattice and its chemical binding structure. Such
structures, which usually are able to take on several charge states, are generated
by ion implantation, for instance.

The ideal requirement for doping in a crystal is where the lattice is almost
undisturbed apart from the substitution of a small fraction of the lattice atoms
by the dopant atoms, causing only small distortions of the lattice and keep-
ing the chemical binding almost unchanged. The additional or missing valence
electrons are ejected into the conduction band or taken from the valence band.

When dopants are added during crystal growing, doping atoms will usually
be built into regular lattice sites. They can also be brought into regular sites
after, for example, ion implantation by heating the crystal. The dopants are
then said to be activated, and the procedure is called “activation”.

Localized energy levels will be created in the band gap that could not origin-
ally be entered. The energy levels of these fairly simple dopants can be esti-
mated from a model in which a surplus electron moves in the field of a surplus
nuclear charge in a donor atom, similar to the electron in the hydrogen atom.
Scaling of the hydrogen results with the effective masses and the appropriate
dielectric constant leads to order-of-magnitude agreement of the scaled hydro-
gen ground-state binding energy with the measured distances of the donor level
from the conduction band, and similarly for a hole moving in the field of an
acceptor atom, with the distance of the acceptor level from the valence band.

The energy levels for shallow dopants in Si, Ge and GaAs are compiled in
Table 4.4. In group IV semiconductors (Si and Ge), substitution by group III
elements creates shallow acceptors, and replacement by group V atoms creates
shallow donors. In III–V compound semiconductors, doping with group IV ele-
ments will create shallow donors and acceptors, depending on the substitution
of group III or group V elements. Standard dopants in silicon and germanium
are boron (acceptor), phosphorous and arsenic (donors). In GaAs, the elements
of Se, Si and S are used for n-type doping, and Zn, Cd, Be and Mg are used



4.2 Properties of Extrinsic Semiconductor Materials 85

Table 4.4. Shallow dopants in semiconductors. Data are from Landolt–Börnstein vol. 17a
(1982)

Semi- Dopant Z Energy Charge Type

conductor level states

[meV]

Silicon Group III

B 5 Ev+45 0/- substitutional acceptor

Al 13 Ev+68 0/- substitutional acceptor

Ga 31 Ev+71 0/- substitutional acceptor

In 49 Ev+155 0/- substitutional acceptor

Tl 81 Ev+250 0/- substitutional acceptor

Silicon Group V

N 7 Ec-140 +/0 substitutional donor

P 15 Ec-45.3 +/0 substitutional donor

As 33 Ec-53.7 +/0 substitutional donor

Sb 51 Ec-42.7 +/0 substitutional donor

Bi 83 Ec-70.6 +/0 substitutional donor

Germanium Group III

B 5 Ev-10.8 0/- substitutional acceptor

(4K,8K)

Al 13 Ev+11.1 0/- substitutional acceptor

Ga 31 Ev+11.3 0/- substitutional acceptor

In 49 Ev+12.0 0/- substitutional acceptor

Tl 81 Ev+13.5 0/- substitutional acceptor

Germanium Group V

P 15 Ec-12.9 +/0 substitutional donor

As 33 Ec-14.2 +/0 substitutional donor

Sb 51 Ec-10.3 +/0 substitutional donor

Bi 83 Ec-12.8 +/0 substitutional donor

GaAs Group II

Be 4 Ev+28 acceptor

Mg 12 Ev+28.8 acceptor

Zn 30 Ev+30.7 acceptor

Cd 48 Ev+34.7 acceptor

GaAs Group IV

C 6 Ev+27 acceptor

Ec-5.91 donor

Si 14 Ev+34.8 acceptor

Ec-5.84 donor

Ge 32 Ev+40.4 acceptor

Sn 50 Ev+167 acceptor

GaAs Group VI

S 16 Ec-5.87 acceptor

Se 34 Ec-5.79 acceptor
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for p-type doping. Under normal conditions the shallow dopants are almost
completely ionized. The majority carrier concentration equals the difference
between donor and acceptor concentrations.

4.2.2 Bulk Defects

Besides the intended doping of semiconductors, a large variety of mostly un-
intended deviations from crystal symmetry are present in real semiconductors.
They include a variety of other impurities and real defects, creating donor or
acceptor states at deep positions in the band gap. An example of deep level
impurity is the substitution of a group IV regular lattice atom by a group II
atom (e.g. Zn in Si). In such a case a double donor with charge states neutral,
negative and double negative and with deeper energy levels is created (Zn in
Si Ev + 0.316 eV and Ev + 0.617 eV). We consider the following as real defects:
empty lattice sites (vacancies); additional atoms of the same or a foreign nature
between regular lattice sites (interstitials); and complexes of interstitials next
to vacancies (Frenkel defects). These “point defects” are symbolically presented
in a two-dimensional lattice in Fig. 4.1.

Fig. 4.1. Types of point defects in a simple lattice. (After Sze 1985, p. 317 Fig. 13)

Semiconductors composed of two elements, such as GaAs, in addition rather
frequently have the wrong type of atom on a lattice site or two neighboring
atoms of different type interchanged. Some of the defects are able to assume
several charge states with correspondingly different energy levels. The density
of defects in composed semiconductors therefore is usually larger than in single-
element crystals such as Ge or Si.

The defects considered so far and schematically indicated in Fig. 4.1 are
point defects. An example of a “line defect” is shown in Fig. 4.2.
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Fig. 4.2. Example of a line defect. (After Sze 1985, p. 317 Fig. 14)

Especially dangerous for detectors are energy states close to the middle
of the band gap, as they are most effective in thermal creation of electron–
hole pairs. Movement of an electron from the valence to the conduction band
with their help may be done in two steps, through alternate hole and electron
emission. Although the density of intermediate states is low with respect to
those in the bands, this process is in general more likely than direct excitation
from valence to conduction band due to the exponential energy dependence
≈ exp(−∆E/kT ) of the emission process.

In silicon, well known examples are heavy metals (Au, Ag and Cu) that
possess several energy states, some of which are very close to the band gap
center (Au donor at Ec − 0.55 eV).

“Defect clusters”, a local high concentration of point defects, are expected
to behave somewhat differently from uniformly distributed point defects. Such
a defect cluster is capable of producing local charge concentrations and thus,
depending on their type, of attracting or repelling charge carriers from the
surrounding region. Defect clusters are expected to be formed by certain types
of radiation that deposit large amounts of nonionizing energy in a small volume,
for instance stopping protons or nuclei.

Defects are not necessarily immobile objects in the crystal. Depending on
temperature, they may diffuse and on their way form defect complexes with
other defects or impurities. A well known example is the formation of the
phosphorous-vacancy complex (see Chap. 11), which has four charge states
ranging from singly positive to doubly negative. Thus this so-called E-center
simultaneously has donor and acceptor characteristics. Similarly, defect com-
plexes may break up at elevated temperatures and the parts diffuse until they
form different complexes. As high temperature steps are used during processing,
the processes just described are important not only in crystal growth but also
in detector fabrication. It is even possible to take advantage of defect mobility
by artificially creating immobile defects on the surface to which the mobile im-
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purities attach. This procedure is called “gettering” and the surface layer may
be removed later on.

Connected with defect mobility is the formation of precipitates, the agglom-
eration of many impurity atoms of the same kind at a particular region of the
crystal. The crystal has then an enclosure of tens to thousands of atoms of
a particular kind. One may also have an agglomeration of vacancies, forming
a hole inside of the crystal.

4.2.3 Effects on Material Properties

From the previous discussions it is clear that some important material prop-
erties will depend very strongly on imperfections. As well as carrier densities,
other examples are mobility, generation lifetime, recombination lifetime, and
trapping probability. These properties – which are important for detector per-
formance – depend strongly on impurity and defect properties and concentra-
tions.

All kinds of defects will decrease mobility. Generation and recombination
lifetime will most strongly be reduced by defects with energy levels close to the
band gap center. For trapping, the capture and delayed release of charge carriers
by defects with medium-depth energy levels are dominant, the average capture
time increasing exponentially with depth and being inversely proportional with
the capture cross-section.

As there exists only incomplete knowledge on defect properties and as it
is very difficult (and sometimes impossible) to determine the concentrations
of impurities down to values that are low enough not to be of significance
for the detector performance, it is not customary to specify in detail low-level
impurities and microscopic defect concentrations. Usually the effective doping
concentration (but not the degree of compensation between donors and accep-
tors) and the generation lifetime are specified.

4.3 Insulators and Metals

In semiconductor devices, insulators are used for the following purposes:

• as protection of the surface against chemical and mechanical influence;
• as defined termination of the outer surface of the crystal; and
• as part of electronic structures such as MOS structures and transistors.

Metals, and other conductors such as silicides and doped polysilicon, are
used as part of devices and for interconnections. Polysilicon can also be used
for the formation of resistors.
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Table 4.5. Properties of selected insulators. Data are from a) Landolt–Börnstein vol. 17c (1984)
and b) Beadle, Tsai and Plummer (1985)

Substance SiO2 Si3N4 Si–Ox–Ny

Structure amorphous amorphous amorphous

Resistivity [Ωcm] 1014−1016 b ∼1014 b

Density [g/cm3] 2.27 b 3.1 b

Dielectric constant 3.84 a

3.8–3.9 b 7.5 b 4.77–6.12 b

Dielectric strength [V/cm] 8×106 a

∼5×106 b ∼1×107 b ∼5×106 b

Energy gap [eV] 8.8
a

∼8
b ∼5.0

b

Coefficient of thermal 5.0×10−7 b

linear expansion [K−1]

Thermal conductivity 0.014 b

Index of refraction 1.46 b 2.05 b 1.6–1.88 b

Radiation length [cm] 10.2

[g/cm2] 27.05 26.28

4.3.1 Insulator Properties

The properties of selected insulators used in detector fabrication are set out in
Table 4.5. The material properties depend on details of growth techniques and
in reality may deviate significantly from the values quoted in the table.

4.3.2 Semiconductor Surface Defects

Although the interior of a crystal may be close to symmetry, this symmetry
naturally has to be strongly disturbed at the surface. Simply cutting the crystal
at some crystal plane leaves many open (dangling) bonds which rearrange – in
most cases involving chemical reactions with ambient gases – so as to distort
the crystal lattice in the surface region. The occurrence of such kinds of defects
is already unavoidable from a theoretical point of view.

Mechanical handling of the crystal, such as cutting, lapping and polishing,
will introduce additional defects in the surface region, and in addition it brings
about the danger of poisoning the surface with foreign atoms, which during
processing can diffuse into the semiconductor.

The semiconductor surface is usually not left bare, but is intentionally cov-
ered with an insulating layer. This layer not only protects the semiconductor
from chemical reactions with ambient gases and humidity, but can also be used
as part of electronic and detector structures. Even if the crystal surface is left
bare, it will be unintentionally covered with natural oxide once it gets into
contact with air.

For silicon the natural insulation layer is SiO2, which can be grown ther-
mally by heating the wafer in ambient oxygen or an O−H2O mixture to 900–
1200 ◦C. SiO2 combines several good properties, which make it well suited as
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insulation or a passivation layer. It is mechanically strong and a very good
electrical insulator with a high breakdown field. A kind of lucky coincidence is
its matching with silicon: nearly all of the dangling bonds are saturated in the
Si−SiO2 transition region. For well grown oxides a positive fixed oxide surface
charge density of 1010–1012 e/cm2 can be found, depending on crystal orienta-
tion and the growth technique. This has to be compared with the surface density
of atoms at the crystal boundaries, which is of the order of 5 × 1015 cm−2, as
can be estimated from the lattice constant and the crystal structure shown in
Fig. 2.1. A fixed oxide charge density one order of magnitude higher is obtained
on 〈1, 1, 1〉 silicon than on the 〈1, 0, 0〉 orientation.

4.3.3 Metal Properties

Important electrical properties of selected metals are listed in Table 4.6. They
include: resistivity as measured in thin sheets, which is important for noise and
signal speed; the Schottky barrier height, which is essential for metal semicon-
ductor contacts in relation to surface barrier detectors; and the metal work
function Φm, which influences the flat-band voltage of the MOS structure.

Table 4.6. Properties of selected metals. Data are from Landolt–Börnstein vol. 17a (1982) and
17c (1984)

Substance Al Ag Au W Cu Ti

Atomic number 13 47 79 74 29 22

Density [gcm−3] 2.702 10.5 19.29 19.3 8.29 4.52

Thermal conductivity
[Wm−1K−1]

239 428 312 177 395 22

Thermal expansion
[10−6 K−1]

23.8 19.7 14.3 4.3 6.8 9

Resistivity [µΩcm]

intrinsic 2.5 1.5 2.04 4.9.0 1.55 42

thin sheet 2.7 1.6 2.2 5.0 1.6 48

Schottky barrier height

on n–Si 0.50 0.56 0.81 0.65 0.66 0.50

0.75 0.78 0.73 0.77

on p–Si 0.58 0.54 0.34 0.46

on n–Ge 0.34 0.47 0.47 0.37

0.48 0.39 0.54 0.52

Work function [eV] 4.13 4.97 5.06 4.87

Melting point [◦C] 660 961 1064 3422 1085 1668

Radiation length [cm] 8.9 0.35 1.43 3.56

[g/cm2] 24.01 6.76 12.86 16.17
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4.4 Choice of Detector Material

A variety of criteria may be applied in choosing the detector material. They
will not only be connected with intrinsic semiconductor properties, such as
the absorption length for the radiation under consideration, and the energy
needed for electron–hole generation but also with technological feasibility and
maturity, economic considerations, the possibility of integration of electronics,
the density of crystal defects in the available material, and their effects on
device properties and surface properties, which can have severe consequences
on device functioning.

4.4.1 Interaction of Radiation with Semiconductors

The interaction of radiation with semiconductor materials causes the creation
of electron–hole pairs that can be detected as electric signals. For charged
particles, ionization may occur along the path of flight by many low-recoil
collisions with the electrons. Photons have first to undergo an interaction with
a target electron (photo or Compton effect) or with the semiconductor nucleus
(e.g. pair conversion of photons). In any case, part of the energy absorbed in
the semiconductor will be converted into ionization (the creation of electron–
hole pairs), the rest into phonons (lattice vibrations), which means finally into
thermal energy.

The fraction of energy converted into electron–hole pair creation is a prop-
erty of the detector material. It is only weakly dependent on the type and
energy of the radiation except at very low energies that are comparable with
the band gap. For a given radiation energy, the signal will fluctuate around
a mean value N given by

N =
E

ε
(4.4.1)

with E the energy absorbed in the detector and ε the mean energy spent for
creating an electron–hole pair. The variance in the number of signal electrons
(or holes) N is given by

〈∆N2〉 = F ·N = F
E

ε
(4.4.2)

with F the Fano factor (Fano 1947).17

Fano arrived at this expression by considering the probabilities of ioniz-
ing and nonionizing collisions of charged particles in gases, making some rather
arbitrary assumptions in his model. His approach has been adapted to semicon-
ductors by Shockley. Newer approaches with more realistic assumptions (Alig
1980, Fraser 1984) describe also the dependence of the mean energy needed
for electron–hole pair creation and of the Fano factor on the energy of the
radiation.

17Notice the formal similarity of this expression with Poisson’s statistics when F = 1. This
similarity, which has led to incorrect interpretations, is nevertheless coincidental.
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Looking at the Fano factor in Table 4.1, one notices that the Fano factor
is always significantly below unity. This is not surprising, since the reason for
any fluctuation in the number electron–hole pairs for fixed energy is due to the
variation in the fraction of energy that ends up in electron–hole separation and
in phonon generation, which means eventual thermal energy. If all energy were
converted into electron–hole generation, their numbers would be fixed and F
would be zero. For very low radiation energy in the few-eV range, both the
mean energy ε and the Fano factor F are expected to be energy-dependent.
Measurements of this effect agree with this prediction (Lechner 1996).

Very important aspects of the detector material in spectroscopic applica-
tions are the penetration depth of charged particles and the absorption length
of photons. A very small absorption length will result in a high probability
of generating the signal close to the surface, where signal charge may only be
partially collected because of surface treatment (e.g. doping), coverage with
insensitive material (e.g. a naturally or artificially grown insulation layer) or
deterioration in the semiconductor properties, which usually appears close to
the surface due to distortion of the lattice. A very large absorption length leads
to inefficiencies as radiation may traverse the detector without interaction.

The dependence of the absorption length on photon energy for silicon is
given in Fig. 4.3.

Photon energy
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Fig. 4.3. Energy dependence of the photon absorption length in silicon due to the photo effect.
Data are from Veigele (1973), Henke (1982) and Palik (1985)
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4.4.2 Charge Collection and Measurement Precision

The proportionality of charge and absorbed energy in semiconductor detectors
can be spoiled by incomplete charge collection. In addition, large leakage cur-
rents may add statistical fluctuations to the signal, such that the measurement
precision deteriorates. Both of these effects are intimately connected with the
imperfections of the detector material.

Charge collection is reduced by effects of trapping and recombination. Re-
combination requires the presence of both types of carriers simultaneously,
which is not the case in the space-charge region. Therefore in most types of de-
tectors in which the sensitive region is essentially restricted to the space-charge
region, as for example in the case of a reverse-biased diode, recombination oc-
curs between radiation-generated electrons and holes only as long as they are
not separated by the electric field (and diffusion). In unbiased diodes, as used
for instance in radiation-level measurements, the recombination lifetime will be
a significant parameter.

Trapping of charge, the temporary capture and delayed release of charge
carriers by local defects, is of extreme importance when signals of single inter-
actions are measured. Consider, for example, a reverse-biased diode. There the
signal observed by the creation of an electron–hole pair is proportional to the
separation distance between electron and hole once they have both stopped, ei-
ther when reaching the space-charge boundary or by being trapped at a defect
position (see Sect. 5.2.1).

As electron and hole capture probabilities differ, trapping will not only
lead to a reduction in signal and to fluctuations in signal height, but also to
a positional (or ionization depth) dependence of the average signal.

While trapping occurs at defects with energy levels anywhere in the band
gap – although with very different capture times – generation by alternative
emission of electrons and holes is strongly dominated by defects with energy
levels close to mid-gap. The resulting reverse-bias current adds shot noise (see
Sect. 7.2) to the signal.

From the above discussion it seems clear that defects and imperfections are
major selection criteria for semiconductor detector materials. It is worth not-
ing that defect densities in compound semiconductors are orders of magnitude
higher than in good group IV semiconductors such as Ge and Si. An extremely
interesting material would be diamond; however, there one has the problem
that large-sized single crystals cannot be grown at present. The technique of
chemical vapour deposition (CVD) can be used to grow polycrystalline dia-
monds only. The boundaries between crystallites are probably responsible for
incomplete charge collection in this material.



5 Detectors for Energy
and Radiation-Level Measurement

In this section we concentrate on detectors that can only be used for energy,
but not for position measurement. Of course, energy may also be measured –
perhaps with even higher precision – with position-sensitive detectors. These
detectors will be dealt with in Chap. 6.

The basic structure for the measurement of energy is a diode or a recti-
fying metal–semiconductor contact, and these have already been discussed in
Chap. 3. The structures can either be used in an unbiased mode or with the
application of a reverse bias.

Unbiased diodes are suitable for radiation-level measurements. The disad-
vantage of lower sensitivity due to the smaller sensitive volume (space-charge
region) in many applications is offset by their property of producing no signal
offset (dark current) in the absence of radiation.

We describe the more commonly used diodes before considering the histor-
ically older surface-barrier detectors.

5.1 Unbiased Diode

The operation of a diode under uniform irradiation has already been discussed
in Sect. 3.1. Electron–hole pairs created in the natural space-charge region
are separated by the electric field. If the voltage across the junction is kept
at the original value, for instance by shortening the external leads of the de-
vice, a current proportional to the illumination will be obtained. If the current
is prevented from flowing, for example by leaving the external connections
open-ended, the voltage across the junction will drop until the minority carrier
concentration at the edge of the space-charge region and the corresponding in-
crease of the minority carrier diffusion current will compensate for the current
generated by the illumination. In addition to the current from the space-charge
region, the increase of minority carrier concentration in the illuminated neutral
regions of the diode have also to be taken into account, and this gives rise to
an additional diffusion current across the junction.

Although it is in principle also possible to use unbiased diodes for the mea-
surement of single particles or radiation quanta, practical problems arise due
to the thin space-charge region and the correspondingly small sensitive volume,
as well as the high capacitive load at the amplifier input, which leads to noise
problems.
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In using an unbiased diode for radiation flux measurements, one encounters
requirements that depend very strongly on the type of radiation. For radia-
tion with small penetration depth (e.g. optical light or α particles) a large
fraction of the signal can be lost in the entrance window and an extremely
shallow diode implantation may be required. For more penetrating radiation
(e.g. x-rays or other high-energy particles) the depth of the collecting region is
important. That collecting region is composed of the space-charge region and
part of the neutral bulk region. The width of the space-charge region is con-
trolled by doping; the charge collection from the neutral region depends on the
minority carrier lifetime (compare this with Example 3.3 in Sect. 3.1.3).

Example 5.1
Problem: Estimate the current generated by a flux of 103 s−1 x-rays of energy
E = 10keV in a diode of 1 cm2 built of an abrupt junction of a shallow (Tp =
0.1µm) highly doped (NA = 1018 cm−3) p region on a Tw = 280µm thick low-
doped (ND = 1012 cm−3) n-bulk material. The minority carrier recombination
lifetime is τp = 1ms in the n-doped bulk and τn = 100ps in the p-doped
junction (see Fig. 5.1).

Fig. 5.1. A p–n diode junction detector as used in the example

Solution: The width of the space-charge region of the unbiased diode can be
obtained from (3.1.5) and (3.1.1) with V = 0 and NA 	 ND:

d =

√
2εε0
qND

Vbi =

√
2εε0
qND

kT

q
ln

NAND

n2
i

=

√
2 · 11.8 · 8.854 × 10−14

1.602 × 10−19 · 1012
0.0259 ln

1018 · 1012

(1.45 × 1010)2

=27 × 10−4 cm = 27µm .

The width extends almost exclusively into the low-doped n region because of
the very asymmetric doping. The diffusion lengths of minority carriers in the
highly p-doped junction Ln and the lowly n-doped bulk Lp are given by



5.1 Unbiased Diode 97

Ln =
√
Dnτn =

√
kT

q
µnτn

=
√

0.0259V · 1500 cm2/Vs · 10−10 s = 6.2 × 10−5 cm = 0.62µm ;

Lp =
√
Dpτp =

√
kT

q
µnτp

=
√

0.0259V · 500 cm2/Vs · 10−3 s = 0.114 cm .

The efficiency for charge collection in the space-charge region is unity, while in
the neutral regions it drops (for an infinitely thick wafer) according to (3.1.19)
with

ε = e−
x0
L ,

where x0 is the distance in the neutral regions from the respective edges of the
space-charge regions.

Here we encounter the problem that the diffusion length of the detector-
grade silicon is much larger than the wafer thickness. We therefore need to
reexamine the boundary conditions in Example 3.3 of Sect. 3.1.3 that have
led to this equation. We will consider the n-side of the junction, x being the
coordinate pointing from the edge of the space-charge region into the neutral
n region. The general solution of the diffusion equation can be taken, with
appropriate changes from electrons to holes, from (3.1.17), and we then have

p(x) =Ae−
x
L + Be

x
L + pn0 (5.1.1)

F (x) = −Dp
∂p(x)

∂x
=

Dp

L

[
Ae−

x
L −Be

x
L

]
. (5.1.2)

The boundary condition at the edge of the space-charge region remains
unchanged from the treatment in Sect. 3.1.3:

p(x = 0) = pn0e
qV
kT (5.1.3)

with pn0 the equilibrium hole concentration in the n-region and V the forward-
bias voltage between the terminals of the diode.18 The difference comes from
the neutral region: here, the flux of minority carriers at x → ∞ was assumed
to vanish. This relationship has to be replaced by a condition at the wafer
boundary x = xm. We will use physical reasoning for setting up this boundary
condition. Close to the surface the density of defects of the crystal will very
strongly increase. Furthermore, in many cases the surface will be strongly doped
in order to produce an ohmic contact with the metallization. Thus one will
have at the surface a thin region with the same or higher doping and a strongly
reduced lifetime. We will approximate this situation by assuming a thin layer

18Although we are considering an unbiased diode, we introduce a bias voltage in the deriva-
tion. This will not only allow us to use the results in later sections of this text, when external
biasing is explicitly introduced, but will also be useful in finding the voltage appearing at
“open” and at resistively terminated terminals for the device under illumination.
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with the same level of doping as the bulk but with a very short lifetime. Then
the boundary condition at x = xm ≈ Tn − d will be

p(x = xm) = p̃ ≈ pn0 . (5.1.4)

In all other respects the consideration remains unchanged, so that at the posi-
tion of irradiation (x = x0) we have continuity of hole density and a disconti-
nuity of hole flux equalling the generation rate at x = x0:

p(x0 + ε) = p(x0 − ε) (5.1.5)

F (x = x0 + ε) − F (x = x0 − ε) = GL . (5.1.6)

These boundary conditions can be written in the following form:

at x = 0 : A1 + B1 = pn0

(
e

qV
kT − 1
)

(5.1.7a)

at x = xm : A2e
−xm

L + B2e
xm
L = p̃− pn0 (5.1.7b)

at x = x0 : (A2 −A1)e
−x0
L + (B2 −B1)e

x0
L = 0 (5.1.7c)

(A2 −A1)e
−x0
L − (B2 −B1)e

x0
L =

L

Dp
GL . (5.1.7d)

We are interested in the flux of minority carriers at the boundary of the space-
charge region (x = 0), which, according to (5.1.2) and (5.1.7a), is given as

F (x = 0) =
Dp

L
(A1 −B1) =

Dp

L

[
2A1 − pn0(e

qV
kT − 1)

]
.

We will first eliminate A2 and B2. Addition and subtraction of (5.1.7c) and
(5.1.7d) leads to

A2 = A1 +
L

2Dp
GLe

x0
L , B2 = B1 −

L

2Dp
GLe−

x0
L

and inserting these values into (5.1.7b) gives us

A1e
−xm

L + B1e
xm
L = −

L

2Dp
GL

[
e

x0−xm
L − e−

x0−xm
L

]
+ p̃− pn0

.

Combination with (5.1.7a) then yields

A1

(
e−

xm
L − e

xm
L

)
+ pn0

(
e

qV
kT − 1
)
e

xm
L

=
L

2Dp
GL

(
e

xm−x0
L − e−

xm−x0
L

)
+ p̃− pn0

A1 =
1

2 sinh xm

L

[
pn0

(
e

qV
kT − 1
)
e

xm
L −

L

Dp
GL sinh

xm − x0

L
− (p̃− pn0

)
]

.
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From the flux at x = 0, the hole current density becomes

Jh = qF (x = 0) = q
Dp

L
(A1 −B1) = q

Dp

L

[
2A1 − pn0

(
e

qV
kT − 1
)]

=
q

sinh xm

L

[Dp

L
pn0

(
e

qV
kT − 1
)
e

xm
L −GL sinh

xm − x0

L
−

Dp

L
(p̃− pn0)

]

− q
Dp

L
pn0

(
e

qV
kT − 1
)

.

Setting the minority carrier concentration at the surface equal to the equilib-
rium concentration (p̃ = pn0

), we obtain with xm = Tn − d

Jh =coth

(
xm

L

)
q
Dp

L
pn0

(
e

qV
kT − 1
)
−

sinh xm−x0

L

sinh xm

L

qGL . (5.1.8)

The first term represents the (thermally generated diffusion) hole current
from the undepleted n-region of the unilluminated diode, and the second term is
the contribution from illumination. We can easily verify that (5.1.8) reduces to
the hole-current equivalent of (3.1.18) in the limit xm → ∞. In comparison with
an infinitely thick diode, the thermally generated diffusion current is increased
by a factor coth(xm/L). This is due to the enforcement of a higher minority
carrier concentration at x = xm compared with the infinite-thickness case.
The effect on the illumination-generated current goes in the opposite direction,

decreasing by a factor
sinh

xm−x0
L

sinh xm
L e−

x0
L

. The physical reason for this decrease is that

the enhancement of the minority carrier concentration arising from illumination
is forced down again at the surface, thus leading to a larger fraction of the
illumination-generated minority carriers diffusing away from the diode’s space-
charge region.

The absorption length for 10 keV x-rays is La ≈ 120µm. We can then in-
tegrate the product of absorption probability and charge collection probability
over the full depth of the detector using this value, and multiply it with the sig-
nal charge generated by one photon (q E

Epair
= 1.6 × 10−19 As E

3.6 eV for silicon)

and the flux of incident photons Φ:

I =Φq
E

Epair

[∫ Tp

ξ=0

e−ξ/La
sinh ξ

Ln

sinh
Tp

Ln

dξ

La

+

∫ Tp+d

ξ=Tp

e−ξ/La
dξ

La
+

∫ T

ξ=Tp+d

e−ξ/La
sinh T−ξ

Lp

sinh
T−d−Tp

Lp

dξ

La

]
.

Carrying out this integral is straightforward, with∫
e−ax sinh(bx) dx =

1

b2 − a2
e−ax [b cosh(bx) + a sinh(bx)] + const.
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and so for the current per unit area we obtain

I =Φq
E

Epair

{
LaLn

L2
a − L2

n

[(
coth

Tp

Ln
+

Ln

La

)
e−

Tp
La −

1

sinh
Tp

Ln

]

+ e−
Tp
La

[
1 − e−

d
La

]

+
LpLa

L2
a − L2

p

[(
coth

T − d− Tp

Lp
−

Lp

La

)
e−

d+Tp
La −

e−
T
La

sinh
T−d−Tp

Lp

]}
.

The first term in the bracket corresponds to the current generated in the un-
depleted p+ junction, the second to the space-charge region, and the third to
the undepleted bulk. With Tp 
 La we may ignore any variation of the flux
with depth and obtain for the first term in the bracket

∫ Tp

ξ=0

e−ξ/La
sinh ξ

Ln

sinh
Tp

Ln

dξ

La
≈

Ln

La sinh
Tp

Ln

∫ Tp

ξ=0

sinh
ξ

Ln

dξ

Ln

=
Ln

La

cosh
Tp

Ln
− 1

sinh
Tp

Ln

=
La

Ln
tanh

Tp

2Ln
.

Inserting the numerical values available, we can obtain the following:

I

qΦ
=

104

3.6

[
4.155 × 10−4 + 0.201 + 0.365

]
=

104

3.6
0.566 .

The ratio of absorbed flux in the three regions to the incident flux is thus
4.155 × 10−4, 0.201 and 0.365 respectively, and so we can conclude that the
charge-collection efficiency in the three regions is 0.04%, 20% and 36.5%.

5.2 Reverse-Biased Diode

The reverse-biasing of rectifying junctions increases the width of the depletion
layer and therefore of the sensitive detector volume. Simultaneously the detec-
tor capacitance decreases. Detectors of this kind are used for the measurement
of the energy of individual particles, for example in nuclear spectroscopy. The
rectifying junctions can be either metal–semiconductor contacts, as is the case
in the earlier surface barrier detectors, or p–n diode junctions produced by ion
implantation or diffusion in the planar technology that now dominates.

The example of a p–n junction detector shown in Fig. 5.2 may be used
as illustration of the working principle of reverse-biased detectors. The diode
consists of a highly doped shallow p+ region on a very lowly doped n− substrate,
the back portion of a highly doped n+ layer. The purpose of this n+ layer is
twofold: it provides a good ohmic contact from the aluminum to the substrate
and simultaneously it allows operation of the device in overdepleted mode.
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Fig. 5.2. A p–n diode junction detector: charge density, electric field and potential for partial
(continuous line) and full (dashed line) depletion

Example 5.2
Problem: Find the depletion-layer thickness and the detector capacitance for
a diode detector consisting of an n-type bulk with resistivity of 5 kΩ cm together
with a highly doped p+ junction (NA = 1018 cm−3) as function of the applied
voltage. What is the minimum reverse bias voltage necessary for full depletion
of a 300µm-thick detector? What would change if p-type bulk of the same
resistivity with a highly doped n-type junction were used?
Solution: The current flowing through a piece of semiconductor of length l and
area A is given by

I = qnAµnE = qnAµn
V

l
.

Setting the electron density equal to the donor concentration, we find the re-
lationship between resistivity r and doping concentration ND to be given by

1

r
=

I

V

l

A
= qNDµn , ND =

1

qµnr
.
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For the n-type bulk we find the doping concentration and the built-in voltage
from (3.1.1):

ND =
1

1.6 × 10−19 · 1500 · 5000
= 8.3 × 1011 cm−3

Vbi =
kT

q
ln

NAND

n2
i

= 0.0259 ln
1018 · 8.3 × 1011

(1.45 × 1010)2
= 0.57V .

The width of the depletion region, with application of an external (negative for
reverse bias) voltage (see (3.1.5)), reduces for very asymmetric doping to

d =

√
2εε0
qND

(Vbi − V )

=

√
2 · 11.8 · 8.854 × 10−14

1.6 × 10−19 · 8.3 × 1011
(0.572 + Vrev[V])

=3.96 × 10−3
√

0.572 + Vrev[V] cm .

From this value of d we may also calculate the capacitance per unit area as

C =
εε0
d

=

√
εε0qND

2(Vbi + Vrev)
=

2.64 × 10−10√
0.572 + Vrev[V]

F

and the full depletion voltage of a detector with thickness dDet is given by

Vdep =
qND

εε0

d2
Det

2
− Vbi = 56.8V .

For a p-type bulk of same resistivity the doping concentration (and therefore
also the full depletion voltage) is higher by approximately a factor of three than
the above values, as shown by the ratio of mobilities:

NA =
1

1.6 × 10−19 · 500 · 5000
= 2.5 × 1012 cm−3

Vbi = 0.60V Vdep = 172V .

5.2.1 Charge Collection and Measurement

Electron–hole pairs generated inside the space-charge region are separated by
the electric field and move towards the electrodes. In the example shown in
Fig. 5.2, holes will move towards the p+ junction while electrons go to the
backside n+ electrode.

It may be worthwhile to point out that the signals at the detector will
appear already before the arrival of the charges at the electrodes. During the
process of separation, electrons and holes will induce unequal charges in the
electrodes, due to their different distances, as indicated in Fig. 5.3. A hole will
induce a total charge q in the top and bottom surface electrodes, split in the
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Fig. 5.3. Signal formation by the separation of electron–hole pairs due to the electric field in
the space-charge region of the detector

ratio of the inverse distances. It is thus possible to obtain an induced charge
q d−xh

d
on the top and q xh

d
on the bottom electrodes. Adding the charge induced

by the electron, the total induced charge is determined as q xe−xh

d
.

Example 5.3
Problem: Find the signal form generated by a photon creating an electron–
hole pair at a distance x0 = d/2 from the highly p-doped entrance window
of a 300µm-thick n-type (ND = 1012 cm−3) silicon diode detector operated in
20% overdepletion mode.
Solution: The electric field as a function of the depth x is given as

E(x) = −

[
2
d− x

d2
Vdep +

V − Vdep

d

]
= −

[
V + Vdep

d
− 2

xVdep

d2

]
,

with V the applied voltage, Vdep the minimum voltage needed for full depletion,
and d the detector thickness.

We will now proceed to derive the current induced in the bottom electrode
separately for an electron moving to the bottom and a hole moving to the
top surface. The electron drift velocity νn(x) = −µnE(x) gives the differential
equation

dxe

dt
= µn

[
V + Vdep

d
− 2

Vdep

d2
x

]
,

which can easily be integrated. One obtains the following, with the boundary
condition xe(t = 0) = x0, for the position (i.e. the depth as a function of time):

xe(t) = d
V + Vdep

2Vdep

[
1 −

(
1 −

x0

d

2Vdep

V + Vdep

)
e−2µn

Vdep

d2 t

]

= d
V + Vdep

2Vdep
+

[
x0 − d

V + Vdep

2Vdep

]
e−2µn

Vdep

d2 t ;
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and the related velocity is given by

dxe(t)

dt
=µn

V + Vdep

d

(
1 −

x0

d

2Vdep

V + Vdep

)
e−2µn

Vdep

d2 t

=µn

[
2Vdep

d2
x0 −

V + Vdep

d

]
e−2µn

Vdep

d2 t .

The same two equations hold for holes with the replacement of µn with −µp.
The electron movement comes to a sudden stop when the surface electrode

is reached (xe(te) = d). The total electron drift time is then

te =
d2

2µnVdep
ln

[
V + Vdep

V − Vdep

(
1 −

x0

d

2Vdep

V + Vdep

)]
.

Similarily, the hole will stop at the top surface (xh(th) = 0) at

th = −
d2

2µpVdep
ln

(
1 −

x0

d

2Vdep

V + Vdep

)
.

The current induced by a moving charge q is given by

i(t) =
q

d

dx

dt
,

as can be verified from the expression for induced charge. The current in our
example then becomes

i(t) = ie(t) + ih(t) =
q

d

(
−

dxe

dt
+

dxh

dt

)

=
q(V + Vdep)

d2

(
1 −

x0

d

2Vdep

V + Vdep

)

×
[
µne−2µn

Vdep

d2 tΘ(te − t) + µpe
2µp

Vdep

d2 tΘ(th − t)
]

=
q

d2

(
2Vdep

x0

d
− (V + Vdep)

)
×
[
µne−2µn

Vdep

d2 tΘ(te − t) + µpe
2µp

Vdep

d2 tΘ(th − t)
]

with Θ(x) = 1 for x≥0
0 for x<0 .

The total induced current will thus be the superposition of an electron-induced
current with falling exponential time behavior stopping at t = te and a hole-
induced current with rising exponential time behavior stopping at t = th, as
indicated in Fig. 5.4.

In Example 5.3 we have taken into account the movement of charge due to
the electric field (drift) only. Velocity saturation, in other words dependence of
mobility on field strength, has been ignored. If diffusion is taken into account
in addition, the times of arrival of electron and hole will spread about the
calculated value. For a charge cloud consisting of many electrons and holes,
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Fig. 5.4. Signal current formation induced by the separation of an electron–hole pair in the
electric field of the space-charge region of the detector. The electron–hole pair is created
in the center plane of a slightly (20%) overdepleted diode (see Example 5.2). Plotted are
the electron-induced (dashed line), hole-induced (dash-dot line) and total (continuous line)
currents

this will lead to a smoothing of the signal form shown in Fig. 5.4. Furthermore,
for large signals – generated by alpha particles or heavy ions, for instance, –
electrostatic repulsion has also to be considered.

For a partially depleted detector charge is not only collected from the space-
charge region but also from the bulk. A smaller and much broader (slower)
signal is expected in this case because part of the generated charge carriers will
recombine, i.e. they will diffuse in the direction away from the space-charge
boundary. The time for diffusing into the space-charge region has to be added
to the drift time, and drifting of these carriers also starts in the low field region.

5.2.2 Surface Barrier Detectors

The cross-section of a silicon surface barrier detector is shown in Fig. 5.5. On
the high-ohmic (low-doped) n-type silicon wafer, a rectifying Au–Si contact
has been formed by evaporation of a thin (≈ 200 Å) gold layer on the cleaned
silicon wafer. The backside is covered by an evaporated layer of aluminum.

Surface barrier detectors in the past have shown stability and reproducibil-
ity problems, which probably were mostly due to the undefined conditions
at the edges of the junction, making their behavior (e.g. breakdown voltage)
dependent on the conditions of the general environment (e.g. humidity and
temperature). Recently an improved technology, incorporating some features
of the newer planar technology (Fretwurst 1990), has produced detectors with
stable and reproducible performance.
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Fig. 5.5. Surface barrier detector

5.2.3 p–n Junction Detectors

Most of presently produced Si detectors are based on (1,1,1) n-type detector-
grade material, which is easily available from industry as it is extensively used
for the production of thyristors. Some detectors on p-type silicon have also been
produced successfully (Beutenmüller et al. 1987).

Today’s standard production method using planar technology was adapted
from microelectronics to detector production by J. Kemmer (Kemmer 1980)
and will be described in Chap. 10. Here, a simplified production sequence is
illustrated in Fig. 5.6. The lowly doped n-type Si wafer is chemically cleaned
and oxidized by heating it in an oxygen atmosphere at around 1000 ◦C. In
a first photolithographic step, the junction layer is covered by a thin layer of
photoresist, which is then illuminated through a mask in such a way that after
development and chemical etching the SiO2 is removed in the diode area. The
procedure of transferring a structure from a mask onto the wafer by optical
means is called photolithography. The remaining SiO2 acts as a mask for the
implantation of boron, so that the diode is only formed in the uncovered region.
Implantation of arsenic over the entire backside is followed by the annealing
step – heating at 600–800 ◦C – in order to repair damages to the crystal and
to get the implanted atoms properly built into the lattice. Aluminization by
evaporation or sputtering on both surfaces provides the ohmic back contact and
the electrical connection to the diode. A photolithographic etching step for the
top aluminum layer brings it into final shape, which in the example shown is a
frame around the open diode, so that radiation has not to penetrate through
aluminum before reaching the sensitive space-charge region. Heating to 420 ◦C,
which is somewhat below the melting point of aluminum (660 ◦C), (sintering)
in order to obtain a good connection between aluminum and silicon, completes
the production sequence.

The depth of the inactive p+ layer of the diode can be controlled by variation
of the implantation energy and/or dopant dose, as well as by the subsequent
high-temperature steps in the process, in which the dopants diffuse deeper into
the crystal.

Somewhat delicate regions of the detector structure are the edges of the
diode. The positive oxide charges, which are always present in SiO2, are re-
sponsible for the generation of high electric fields once the detector is biased
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Fig. 5.6. Simplified production sequence of a p–n junction detector in planar technology

(compare Sects. 3.1.2 and 3.3.2), such that electrical breakdown becomes likely.
Various structures and precautions have been invented and successfully applied
to circumvent this problem. Examples are: guard rings; partial compensation
of oxide charges by implantation; and covering of the oxide surface with high
ohmic resistive layers in order to control and smoothly vary the potential at
this site.

The problems connected with oxide charges and edge effects will be treated
in greater depth in the chapters devoted to technology and device stability.

5.3 Summary

The working principles of large-area diode detectors, both in unbiased and
reverse-biased condition, have been considered. The width of the space-charge
region in homogeneously doped detectors rises with the square root of the
applied reverse-bias voltage. Charge is collected not only from the space-charge
region but also from the neutral region, as shown in Example 5.1, where the
charge-collection efficiency has been determined as a function of position in the
detector. The signal detected at the external electrodes is formed not at the
time when electrons and holes reach the electrodes but already during their
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separation in the electric field. This is due to noncancelling charge induction
of electrons and holes.

A short description of detector production has been given, although a more
extended discussion can be found in Chap. 10.

Most of the physics described in this Chap. 5 applies also to, and is a
prerequisite of, an understanding of position-sensitive detectors, which are de-
scribed in the next chapter.



6 Detectors for Position
and Energy Measurement

As the primary ionization in semiconductors is proportional to the energy loss
of the incident radiation or particle, most semiconductor detectors will provide
the possibility of energy measurement if the readout electronics measures the
signal charge.19 Position sensitivity may be obtained by creating a situation in
which the signal charge is split amongst more than one readout electrode with
the ratio of charges depending on the position. Alternatively, the detector may
be segmented in many small subdetectors that are read out separately.

6.1 Resistive Charge Division

The principle of resistive charge division is shown in Fig. 6.1. The moderately
doped p+-layer of the diode has the function of a resistor also, dividing the
signal charge between the two low input impedance amplifiers in the ratio of
the inverse distances of the place of generation to the respective amplifiers.

Fig. 6.1. Position measurement by resistive charge division

Thus the position may be inferred from the signals in the amplifiers in
a linear approximation given by

x =
S2

S1 + S2
d . (6.1.1)

The position measurement error is then

19An exception is the avalanche diode when working in the avalanche region. There the
behavior is similar to the Geiger–Müller gas detector.
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∆x = (d− x)
∆S2

S1 + S2
− x

∆S1

(S1 + S2)
(6.1.2)

and the expectation value for the mean-square deviation of the measurement
from the true position is

〈∆x2〉 =
1

(S1 + S2)2
[

(d− x)2〈∆S2
2〉

− 2x(d− x)〈∆S1∆S2〉 + x2〈∆S2
1〉
]
. (6.1.3)

∆S1 and ∆S2 denote the errors in the two signals that are due to noise. Estima-
tion of the noise signals requires knowledge of certain electronics theory, which
will be dealt with in Chap. 7. Here it should be sufficient to point out that
the dominant noise sources, which are the amplifier noise and the resistor noise
that is generated in the resistive diode layer. While the noise due to the two
amplifiers ∆Sa is almost uncorrelated (〈∆Sa1∆Sa2〉 = 0), the noise generated
by the resistor ∆SR leads to complete correlation (∆SR1 = −∆SR2 = ∆SR).

Assuming identical noise properties of the amplifiers

〈∆S2
1〉 = 〈∆S2

2〉 = 〈∆S2
a〉

we obtain

〈∆x2〉 =
d2

(S1 + S2)2

[
〈∆S2

a〉

(
1 − 2

x

d
+ 2

x2

d2

)
+ 〈∆S2

R〉

]
. (6.1.4)

Thus the amplifier noise gives a square root of two larger contributions to
the position measurement error for a signal generated at the edge of the de-
vice rather than at the center, while the resistor noise produces a position-
independent measurement error. For a quantitative estimation of noise and
optimization, which requires also consideration of signal risetime, the reader is
referred to Chap. 7.

6.2 Diode Strip Detectors

Another, in principle simpler, way to measure position is obtained by dividing
the large-area diode into many small (strip or even pixel-like) regions (Belau
1983a and 1983b) and to read them out separately (Fig. 6.2). The position of
passage of the ionizing particle is then given by the location of the strip showing
the signal.

The method of production of strip detectors may follow that of planar diodes
(Kemmer 1980) described in Sect. 5.2.2 using the somewhat more complicated
geometrical strip structures and the correspondingly higher required precision
of masks and relative alignment of photolithographic steps in the procedure. It
is of course also possible to produce strip detectors in surface barrier technology;
however the early versions of semiconductor detector technology, in which the
strip structure was obtained by evaporation through a mask (Heijne et al. 1980),
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Fig. 6.2. Cross-section of a silicon diode strip detector

is not suitable for very fine structures. Thus surface barrier strip detectors do
not play an important role in this context.

The measurement precision depends mainly on the strip spacing and the
method of readout. As long as only digital information is used (taking the center
position of the strip as the measured coordinate) and the effects arising from
track inclination and charge diffusion during collection can be neglected, the
measurement precision (root-mean-square deviation from the true coordinate)
is given by the strip pitch p as

〈∆x2〉 =
1

p

∫ p/2

−p/2

x2dx =
p2

12
. (6.2.1)

Typical strip pitches are twenty to few hundred micrometers.
The measurement precision is substantially improved with analog readout

if the strip pitch is chosen small enough so that the signal charge – due to
diffusion – is collected on more than one strip and the coordinate is found by
interpolation, e.g. by the center of gravity of the signal.

Example 6.1
Problem: Estimate the width of the charge cloud arriving at the p-strip side
surface of a d = 300µm-thick detector built on phosphor-doped silicon (ND =
1012 cm−3) operating at full depletion.
Solution: We will only attempt a very rough estimate, calculating the drift
time from the average field and half-thickness of the detector:

tdrift ≈
d/2

µpVdep/d
=

d2

2µpVdep
=

εε0
µpqND

,

with Vdep ≈ qNDd2

2 εε0
according to (3.1.5). The holes will diffuse in a lateral

direction, thereby assuming a Gaussian distribution with a root-mean-square
value of the projected distribution given by

σx =
√

2Dptdrift =

√
2
kT

q
µptdrift =

√
kT

q

2 εε0
qND

.

Putting into these expressions the numerical values µp = 505 cm2/Vs, ε = 11.8,
kT/q = 0.0259V, ε0 = 8.854 × 10−14 F/cm, we obtain:
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Vdep = 69V tdrift ≈ 12.1 ns

σx ≈ 5.81µm .

Matching the readout pitch to the diffusion width results in strip pitches of
the order of ten micrometers. Reading out each individual strip in this high-
density condition is very difficult. One approach to avoid this problem is the
use of resistive or capacitive charge division which will be described below. In
this case not every strip but only every kth strip is read out, and the coordinate
is found by interpolation.

6.2.1 Readout Methods

Digital (yes/no) readout may be used if no energy information is required and
if the position accuracy given by the strip pitch is sufficient. One also does not
lose position resolution compared with analog readout if the strip pitch is large
with respect to the width of the diffusion cloud.

Analog (signal height) readout of every channel may lead to a substantial
improvement of position measurement precision if the strip spacing matches the
charge spread due to diffusion during collection.20 In addition, the simultaneous
measurement of energy loss becomes possible.

Charge division readout reduces the number of readout channels as only
a fraction of the strips is connected to a readout amplifier. Charge collected at
the other (interpolation) strips is divided between the two neighboring read-
out channels according to the relative position. This can be accomplished by
resistive or capacitive division.21

Resistive charge division works in the same way as described in Sect. 6.1
for a large-area diode, while the way the resistor is produced may be different.
It is not necessary to have a large-area high-resistivity layer, but it is enough
to produce individual resistors between the strips by e.g. sputtering a resistive
strip perpendicular to the diode strips.

Fig. 6.3. Capacitive charge division readout. In the first detectors the high ohmic resistors
were created by sputtering a thin strip like layer of silicon in an orthogonal direction to the
diode strips across the whole wafer

20Charge spread can also be due to track inclination.
21The possibility of capacitive charge division was discovered when, in an early test of a sur-

face barrier strip detector, one of the strips was not connected to the readout electronics
and its signal charge was split between the two neighboring channels (Heijne 1980).
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As seen in Sect. 6.1, these resistors will contribute to the noise and there-
fore degrade the position resolution. This is avoided with capacitive charge
division (Fig. 6.3). It takes advantage of the built-in interstrip capacitances
that are present automatically due to the geometrical structure of the de-
vice. Charge collected at the interpolation strips – in linear approximation
– is divided according to the ratio of the series of interstrip capacitances to the
neighboring readout strips into the two readout channels. The strip-to-ground
capacitances (typically an order of magnitude smaller than the interstrip ca-
pacitances) and the capacitances between non-neighboring strips will distort
the linearity of charge division, extend the signal cluster above two strips, and
lead to a position-dependent loss of the collected signal.

One important aspect in capacitive charge division is the need of keeping
the DC potential of the interpolation strips at the same value as the readout
strips. This can be achieved, for example, by connecting them with very high
resistors to the readout strips. If the intermediate strips were left floating, they
would adjust themselves to a potential such that they would collect none of the
signal charge, and thus charge division would cease to function.

Example 6.2
Problem: Estimate the order of magnitude of interstrip resistance, required
for capacitive charge division readout, of a strip detector of 5 cm strip length.
Assume a strip-to-strip capacitance per unit strip length of 1 pF/cm, a signal-
processing time of τel = 1µs, and a dark current per unit strip length of 1 nA.
Solution: Two requirements have to be met that constrain the resistance.
A lower limit is obtained from the requirement that the charge stays at the
readout strip for a time considerably longer than the signal-processing time τel.
This leads to τ = R · Cs 	 τel or

R 	
τel
Cs

=
10−6 s

5 × 10−12 F
= 200 kΩ .

In addition, an upper limit for R is obtained from the requirement that the
intermediate strips stay at similar potential to the strips connected to the
readout electronics. For infinite resistance, the voltage of the floating strips
would change due to the dark current until the dark current would flow directly
to the readout strips. As a consequence, the signal charge would be collected
directly at the closest readout strip. If we allow a voltage drop between strips
of ∆V = 0.1V, the maximum allowed resistance value would be

R <
∆V

I
=

0.1V

5 × 10−9 A
= 2 × 1011 Ω .

A further consideration relates to the electronic noise, which is influenced by
the resistance. Noise considerations will push the preferred resistance value
upwards. Electronic noise will be dealt with in Chap. 7.
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6.2.2 Charge Collection and Measurement Accuracy

Treatment of measurement accuracy needs some knowledge of electronic behav-
ior in connection with the detector. This will be dealt with in full in Chap. 7,
and here we will restrict ourselves to effects intrinsic to the detector only.

The following effects influence the charge collection properties:

• the spatial distribution of electron–hole pairs created by the incident radi-
ation;

• the separation of electrons and holes due to the electric field in the space-
charge region of the detector;

• diffusion of the signal-charge carriers between the times of generation and
arrival at the semiconductor surface; and

• noncollinearity between velocity and electric field in the presence of a mag-
netic field.

Most of these effects have been dealt with already in previous chapters. Here
we will restrict ourselves to a semiquantitative investigation of two common
cases.

Example 6.3
Problem: An α-particle incident from the unstructured backside of a n-type
strip detector is absorbed close to its entrance point. Determine the distribu-
tion of charge collected in strips of pitch p, assuming that the impact point
is centered directly below one of the strips. Describe qualitatively the signal
current in the center strip and in a strip roughly half the detector thickness
away from the center.
Solution: Because the electron–hole pairs are generated very close to the back-
side surface, the short movement of the electrons can in good approximation
be ignored and we are concerned only with the movement of holes. Holes will
initially induce charge on the backside surface only, thereby compensating for
the electron signal. While holes are moving towards the top surface, more and
more positive charge will be induced in the strip electrodes located on the top
surface, while the charge induction on the bottom decreases, as was shown in
Sect. 5.1.3. The charge induced in the topside will be distributed over a re-
gion with radius comparable to the distance of the holes from the top surface.
As the holes approach the top surface, this region will therefore shrink, while
at the same time the total signal increases. Considering now the strip directly
above the point of incidence, we will observe a continuously rising signal charge
that reaches a maximum equaling the total number of holes created. A strip
roughly half a wafer thickness away from the center strip will first see an in-
creasing positive signal charge, and this will reach its maximum when the holes
are somewhere in the upper half of the detector; the signal charge will then
decrease to zero again, once the holes have reached the central strip.

A precise calculation of the signal shape requires a numerical simulation
that also should take into account other mechanisms such as diffusion, which
may result in a spread of the asymptotic signal over more than one strip.
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Example 6.4
Problem: A high-energy charged particle traverses perpendicularily a strip de-
tector embedded in a magnetic field B with orientation parallel to the strips.
The detector is biased slightly above full-depletion voltage. Describe the spa-
tial distribution of signal electrons and holes on the respective surfaces of the
detector.
Solution: Assuming that we have an n-type strip detector with p-strips on the
top, the high-field region will be on the topside. Thus all electrons will have
to pass the low-field region of the space-charge region on the bottom, while
this is the case only for those holes generated within this low-field region. The
charge-collection time distribution for holes therefore will have its maximum
at zero while the distribution for electrons will be peaked at the maximum
electron drift time.

As the charge carrier will diffuse during charge collection in the absence of
a magnetic field, the spatial distribution will be given by a superposition of
Gaussian distributions with widths rising with the square root of the drift time
(see (2.7.3)). Therefore we could expect a fairly sharp peak and long tails in
the position distribution for holes, while for electrons the distribution should
more closely resemble a single Gaussian peak. The presence of a magnetic
field makes charge carriers move at an angle (see Sect. 2.5.3) with respect
to the electric field, and this angle is different for electrons and holes. The
spatial distribution of charge carriers arriving at the surface is a superposition
of laterally displaced Gaussian distributions whose widths are determined both
by the charge-collecting time corresponding to the position along the track and
also by the displacement given as the product of distance from the surface and
the Hall angle.

6.2.3 Choice of Geometrical Parameters

As requirements on detector performance depend very much on application, no
general recipe is available. Instead, some hints on criteria and relations will be
given.

Performance optimization requires the simultaneous consideration of the
detector and its electronics. Electronics will be considered in Chap. 7; here, we
will only assume that a certain ratio of single-channel noise-to-signal (N/S) is
present. This ratio will depend on detector capacitive load and detector leakage
current. Deferring these relationships to a later point, an important criterion
for detector optimization is position-measurement precision. This will depend
on the type of readout and the geometrical parameters of the detector.

The measurement precision is defined as the root-mean-square distance of
the measured coordinate from the true hit position. For an individual readout
of each strip with essentially all charge collected on a single strip, one takes
the hit-strip center as the measured coordinate and obtains as measurement
precision the strip pitch divided by

√
12 (see (6.2.1)). For small strip distances,
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diffusion distributes charge between neighboring strips. If pulse height (ph) is
measured, one can interpolate the position in between strips according to

x = x1 +
ph2

ph1 + ph2
(x2 − x1) =

ph1x1 + ph2x2

ph1 + ph2
.

The position-measurement precision is then limited by the noise performance
of the electronics and the (readout) strip pitch p, as follows:

∆x ≈ (N/S)p .

In order to provide charge division between strips, the width of the charge cloud
has roughly to match the strip pitch.

Capacitive charge division allows interpolation over distances significantly
larger than the diffusion width. There the (interpolation) strip pitch has to
match the diffusion width so as not to limit measurement precision, and the
measurement precision will be roughly given by the product of N/S and readout
pitch.

Important aspects are the capacitance seen by the amplifier, which should
be small in order to obtain small noise and – in the case of charge division –
the fraction of charge lost to ground in the capacitive network of readout and
floating interpolation strips and backplane. In order to keep this loss small,
large interstrip capacitances are desirable, although this is in contradiction to
the requirement of low capacitive load at the amplifier input.

The previous discussion is rather rough and incomplete. For a correct treat-
ment, noise correlation has to be taken into account (Lutz 1991). In addition,
other features such as efficiency and noise signals have to be considered. These
may put limits on, for instance, the capacitive load that the detector represents
to the electronics, and may therefore limit the length of the detector strips.

Further constraints may come from the requirement of reliable and stable
operation of the detector, which requires the avoidance of high electric fields
in the detector. This aspect will be discussed again in the chapter on device
stability and radiation hardness (Chap. 11).

6.3 Strip Detectors with Double-Sided Readout

As electrons and holes in a strip detector are swept by the electric field to
opposite sides of the wafer, it is possible to use both types of charge carriers for
position measurement by providing charge-collection electrodes on both sides
of the wafer (Fig. 6.4). This double-sided readout brings about the obvious
advantage of providing twice the information for the same amount of scattering
material.

With crossed strips on the two detector faces, projective two-dimensional
measurement is obtained from one single detector. For a traversing particle,
a spatial point can be reconstructed as both projections are taken from the same
initial charge cloud. For absorbed radiation such as x-rays, two-dimensional
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Fig. 6.4. Double-sided strip detectors: naive solution. (After Kemmer and Lutz 1988, p. 592
Fig. 9)

measurement becomes possible. With analog readout it is furthermore possible
(to some degree) to correlate signals from the two sides, making use of Landau
fluctuations and the exact equality of positive and negative charge created by
each ionizing particle. This can be of interest for resolving ambiguities when
several particles simultaneously hit the detector.

A problem in producing the double-sided kind of detector is the insulation
of each of the strips from the others simultaneously on both sides of the detec-
tor. This problem and several solutions have been described in original papers
(Sedlmair 1985, Lutz 1986). The naive solution of only providing highly doped
n and p strips on the two sides of the detector (Fig. 6.4) fails because of the
buildup of an electron-accumulation layer (an inversion layer on p-type mate-
rial) between the N+ strips below the insulating oxide (Fig. 6.5a). This layer
of electrons produces an electrical shortening of neighboring strips. It is caused
by the positive charges that are always present at the silicon–oxide interface.

There are three possibilities for curing the problem:

• large-area p-type surface doping. In this case the oxide charges are com-
pensated for by the negative acceptor ions and the buildup of the electron
layer is prevented (Fig. 6.5b). This method requires a delicate choice of
p-type doping concentration and profile. Too-large doping results in high
electric fields and possible electrical breakdown at the strip edges, where
moderately high p-doping joins directly the highly doped n+ strips. This
potential problem is alleviated by the other two solutions presented below:

• disruption of the electron layer by implantation of p strips between the n+

charge-collection strips (Fig. 6.5c); and
• disruption of the electron layer by a suitably biased (negatively with respect

to the n+ strips) MOS structure (Fig. 6.5d). For moderate biassing neither
electrons nor holes will be present underneath the MOS structure, while
for high negative bias a hole layer (inversion on n-type, accumulation on
p-type silicon) will form.

Results from the first detectors produced using the implantation method
(see Fig. 6.6) and the MOS-structure method are shown in Figs. 6.7 and 6.8.
Only one n+ strip was biased when the capacitance between this strip and the
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a)

b)

c)

d)

Fig. 6.5a–d. Insulation problem for n+ strips in silicon, due to electrical shortening by the
electron accumulation layer (a) and three methods of solution: Large area p-implantation
(b); interleaved p strips (c) and negatively biased MOS structures (d)

Fig. 6.6. Microphotograph of n-strip side of a detector with p+ insulation structures. (After
Kemmer 1988, p. 593 Fig. 12)
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a)

b)

c)

Fig. 6.7a–c. Test results of detectors with
insulation by structured p-implantation:
reverse-bias current of strip detector with
electron readout (a); N+ strip to ground
capacitance as a function of bias volt-
age (b); Current between neighboring
strips as function of bias voltage (c). (Af-
ter Kemmer 1988, p. 593 Fig. 13)

backside was measured, either as a function of the detector bias (Fig. 6.7) or as
function of the MOS gate voltage with an already fully depleted bulk (Fig. 6.8).

The sudden drop of the capacitance marks the condition under which iso-
lation from the neighboring n+ strips occurs. This is confirmed by a direct
measurement of the resistance between neighboring strips (also shown in the
same figures).

Comparing the three methods of insulation, one should realize that the
voltage on the p regions on the side of the n-strips (compensation implant,
p-type insulation strips, or a hole layer underneath the MOS gate) cannot be
chosen freely because, for too large positive voltages, a punch-through hole
current will flow from the insulation structure across the bulk to the p side.
One normally uses this fact to automatically bias the p regions on the n side,
connecting the bias only to the p side and the n strips and leaving the p regions
on the n side floating. A true two-dimensional consideration or simulation is
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needed to find the voltage to which the floating insulation structures will adjust
themselves. The result will not only depend on the doping conditions but also
on the geometry of the detector, in particular on strip widths and pitch.

Fig. 6.8. Capacitance between n-strip and diode as a function of field-plate voltage. The bias
voltage was constant and above depletion during the measurement. (After Kemmer 1988, p.
593 Fig. 14)

6.4 Strip Detectors
with Integrated Capacitive Readout Coupling

Capacitively coupled readout (Fig. 6.9, right) has the obvious advantage of
shielding the electronics from dark current, which with direct coupling (Fig. 6.9,
left) can lead to pedestal shifts, a reduction of the dynamic range, and may
even drive the electronics into saturation.

Fig. 6.9. Direct and capacitive coupling of electronics to the detector. With direct coupling
(left) the detector reverse bias current Ir has to be absorbed by the electronics. With capac-
itive coupling (right), only the AC part of the detector current reaches the electronics, while
the DC part goes into a bias circuit, here shown as a simple resistor
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As it is difficult to fabricate high ohmic resistors and almost impossible
to produce sufficiently large capacitors on LSI electronics, it seemed natural to
integrate these elements into the detector. This has been done in a collaborative
effort by a CERN group with the Center of Industrial Research in Oslo (Caccia
1987), where the detectors were produced. Capacitances have been built by
separating implantation and metallization of the strips by a thin oxide layer.
Biassing resistors were made in polysilicon. The detectors gave very satisfactory
results. Detectors of this design have been used in the vertex detector of the
DELPHI experiment at the electron–positron collider (LEP) at the European
Center of Nuclear Research (CERN) in Geneva.

A new method of supplying the bias voltage to the detector has been in-
vented and used for double-sided readout by a Munich group (Kemmer 1988).
It leads to a considerable simplification of the technology as it does not require
resistors but only uses technological steps that were already required for DC
coupled detectors. The polysilicon technology is avoided altogether; instead,
the voltage is supplied through the silicon bulk.

A detector configuration with crossed strips on the two wafer sides is shown
in Fig. 6.10. It demonstrates two slightly different methods of integration of
biassing and capacitive readout structures on p and n side of the wafer. These
structures may of course also be used for single-sided readout.

Fig. 6.10. Double-sided strip detector with
integrated biassing structures and cou-
pling capacitors. The strips on the two
detector sides have orthogonal directions.
Shown are a top view of the p strip side
(top), a cross-section along the middle of
a p strip (middle), a bottom view of the n-
strip side (bottom left) and a cross-section
along the middle of an n strip (bottom
right). The symbol C indicates the cou-
pling capacitance built by strip implant,
insulator and strip metal, while R stands
for the biassing structure, which on the
p side is a punch-through structure and
on the n side is an electron-accumulation
layer resistor whose dimensions are de-
fined by the enclosing p-type insulation
structure. (After Kemmer 1988, Fig. 15)
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As before, the coupling capacitor for each strip is constructed by interleaving
a thin oxide layer between implantation and metallization. The n+ strips at
the bottom are insulated from each other by the surrounding p implant. This
implant does not completely enclose the strip in each case, however. At the strip
ends, a narrow passage towards a directly connected n+ biassing electrode is left
free. The electron-accumulation layer in this path builds the biassing resistor

Fig. 6.11. n-strip biassing by electron accumulation-layer resistors. The diagram shows a cut
along the strip direction. The electron layer is caused by the oxide charges. It is sidewise
enclosed by p implants. Bias and strip implants are at nearly the same potential

a)

b)

c)

Fig. 6.12a–c. p strip punch-through biassing. The diagrams show a cut along the strip direction:
(a) before application of a bias voltage, where the space-charge regions around the strip and
the bias implant are separated from each other and no current is flowing; (b) at onset of
punch-through, where the space-charge region around the bias implant has grown so as
to just touch the other region. The potential barrier between strip and bias implants has
diminished, but is just large enough to prevent the thermal emission of holes towards the
bias strip; (c) at larger bias voltage, where the space-charge region has grown deeper into
the bulk. Holes generated in the space-charge region and collected at the strip implant are
thermally emitted towards the bias strip. The voltage difference between strip implant and
bias depends on geometry, doping and bias voltage. A weaker dependence on oxide charge is
also present
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for the strip. The resistance may be chosen by varying the length and width of
the gap. Clearly the insulating p structure may also be replaced by a suitably
biased MOS structure.

The biassing structure on the diode side (p-strip side) is somewhat simpler.
Here a directly connected p+-strip close to the ends of the readout strips is
supplying the bias. One relies on the fact that two nearby diodes will only
withstand a difference of a few volts before a current starts flowing between
them through the bulk. The implanted part of the readout strips will therefore
stay at a potential slightly more positive than the bias electrode.

Cuts along the strip direction of these biassing structures, as well as some
other punch-through biassing possibilities, are shown in Figs. 6.11 to 6.13. Their
properties are to some degree influenced by the potential that develops on the
oxide surface. This will depend on the potential of the nearby metal electrodes
and the surface’s conduction properties. It is also possible to define the oxide
surface potential by providing a separate MOS gate, as shown in Fig. 6.13b.
Punch-through biassing is also referred to as reach-through and FOXFET
biassing. The latter expression is used when the oxide surface is covered with
a gate. A comparison of punch-through current–voltage characteristics with
their simulation results is shown in Fig. 6.14.

a)

b)

Fig. 6.13a,b. Punch-through biassing of n strips, with interruption of the electron surface layer
by: (a) a p-type implant barrier; (b) a MOS-type barrier, the gate voltage being sufficiently
negative with respect to the bias, so as to cause a hole layer below the gate. A cut along the
strip direction is shown. For p-type substrate, the working mechanism can be understood in
analogy to the the p-type device shown in Fig. 6.12 because in both cases the depletion region
starts from the diode side. For n-type doping, a natural depletion region will surround the
p-doped insulation structure or the hole inversion layer. With applied reverse-bias voltage,
a space-charge region will grow from the backside diode (not shown in the figure) such that,
when it reaches the natural space-charge region of the insulation structure, the potential of
the insulation layer (p-doped region or inversion layer) will follow the change in reverse-bias
voltage. Simultaneously, strip implants will be insulated by a potential barrier from the bias
contact. The implanted strips therefore will adjust to such a voltage that the average electron
current collected on the strips equals the electron current that is thermally ejected over the
potential barrier towards the bias contact
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Fig. 6.14. Measurement and simulation of the p-strip punch-through characteristics

Besides the advantages of capacitive coupling, which have already been
mentioned, an arrangement like this has several additional attractive properties;

• easy testing of total dark current, with only one connection on each surface;
• automatic biassing of floating strips in the charge division readout; avoid-

ance of separate high-resistance layers for this purpose; and
• electronics on both sides of the detector that may stay at ground level if

the oxide layer is good and thick enough to hold the bias voltage.22

Detectors following this concept have been produced and were implemented
in the ALEPH experiment at CERN (Decamp 1990 et al.; Busculic 1995 et al.;
Mours 1996 et al.). The electronics on one side of the detector has been operated
with offset ground potential in order to keep the voltage across the oxide low
during operation.

Simple and economic production of strip detectors has become an important
issue in recent times as applications in high-energy physics and other fields re-
quire many square meters of (double-sided) strip detectors. Simplification of the
detector concept has been brought to an extreme in a proposal requiring only
three photolithographic steps for double-sided capacitively coupled detectors
with integrated biassing structures (Kemmer and Lutz 1993). The structure of
such a simplified detector is shown in Fig. 6.15, where strips on both surfaces
are formed and insulated from each other by alternating accumulation and in-
version layers obtained by suitable biassing of the aluminum strip structures.
Punch-through biassing from a biassing ring is used on both sides. The biassing
ring on the diode side, again formed as an inversion layer, is directly connected

22There is, however, in this operational mode a danger of avalanche breakdown due to high
electric field regions (see also Chap. 11).
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Fig. 6.15. Simplification of strip detectors: cross-section along the strip direction. This double-
sided detector with integrated biassing structures and coupling capacitors can be built with
only three photolithographic steps

through an implanted diode. The accumulation layer bias ring on the opposite
side is connected through the undepleted bulk by a forward-biased diode at the
edge of the diode side. Photolithography therefore is needed only for contact
holes on the diode side and metallization on both sides.

6.5 Drift Detectors

The ingenious semiconductor drift detector was invented by E. Gatti and P. Re-
hak (1984). First satisfactorily working devices were built in a collaborative
effort by J. Kemmer at the Technical University Munich, the Max Planck In-
stitute in Munich and the inventors (Rehak et al. 1985).

The working principle may be explained by starting from the diode (Fig. 3.1
and Fig. 6.16a) if one realizes that the ohmic N+ contact does not have to ex-
tend over the full area of one wafer side but can instead be placed anywhere on
the undepleted conducting bulk (Fig. 6.16b). Then we have space to put diodes
on both sides of the wafer (Fig. 6.16c). At small voltages applied to the N+

electrode, we have two space-charge regions separated by the conducting unde-
pleted bulk region (hatched in Fig. 6.16). At high enough voltages (Fig. 6.16d)
the two space-charge regions will touch each other and the conductive bulk
region will retract towards the vicinity of the N+ electrode. Thus it is possi-
ble to obtain a potential valley for electrons in which thermally or otherwise
generated electrons assemble and move by diffusion only, until they eventually
reach the N+ electrode (anode), while holes are drifting rapidly in the electric
field towards the P+ electrodes.

Based on this double-diode structure with sidewards depletion, it is easy to
arrive at a construction of the drift detector if one adds an additional electric
field component parallel to the surface of the wafer in order to provide for a
drift of electrons in the valley towards the anode. This can be accomplished by
dividing the diodes into strips and applying a graded potential to these strips
on both sides of the wafer (Fig. 6.17).

Other drift field configurations (e.g. radial drift) can be obtained by suitable
shapes of the electrodes. Drift chambers may be used for position and/or energy
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Fig. 6.16a–d. Basic structures leading towards the drift detector: diode partially depleted (a);
diode with depletion from the side (b); double diode partially depleted (c); double diode
completely depleted (d)

Fig. 6.17. Principle of the semiconductor drift detector. An ionizing particle traverses the
detector and creates electron–hole pairs along its path. Holes are swept out to the p+-doped
strips. Electrons move towards the potential valley and drift towards the collecting anode.
(After Rehak et al. 1986, Fig. 1)
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measurement of ionizing radiation. In the first case the position is determined
from the drift time. Furthermore, dividing the N+ strip anode in Fig. 6.17 into
pads, one achieves two-dimensional position measurement (see Sect. 6.5.2).

6.5.1 Linear Drift Devices

Although linear devices seem to be the most straightforward application of the
drift detector principle, one encounters some nontrivial problems. They are due
to the finite length of the biassing strips and the continually rising potential to
be applied to these strips, which in total leads to a very large voltage of several
hundred or (for very large drift length) a few thousand volts to be applied to
the device. Therefore from the beginning nontrivial guard structures had to be
implemented in order to provide a controlled transition from the high voltage
to the undepleted wafer region at the edge of the device.

A schematic drawing and a photo of the first operational drift detector
(Rehak et al. 1985) are shown respectively in Figs. 6.18 and 6.19. Anodes
placed on the left and right side of the drift device collect the signal electrons
generated by ionizing radiation. The most negative potential is applied to the
field-shaping electrode in the center. Electrons created to the left (right) of this

Fig. 6.18. Schematic cross-section and top view of a linear drift detector with p-doped field-
shaping electrodes (light) and two n-doped (double) anodes (dark)
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Fig. 6.19. Top view of the first working (linear) drift detector. Two different drift detectors are
positioned side by side and share one anode region in the center of the figure. In the left-hand
part of the device the potential of each field strip was provided externally. In the right-hand
part, with the higher field strip density, a punch-through mechanism (via the “chain effect”)
was used for biassing. (After Rehak et al. 1985, p. 224 Fig. 2)

electrode will drift to the left (right) anode. The p+-doped field electrodes do
not simply end on the side, but some of them are connected to the symmetrical
strip on the other half of the detector. In this way one insures that the high
negative potential of the field strips drops in a controlled manner towards the
potential of the undepleted bulk on the rim of the detector.

Looking closely at the anodes (Fig. 6.18), it can be seen that there are pairs
of n-doped strips present. Each pair is surrounded by a p-doped ring, which also
functions as the field-shaping electrode closest to the anode. The two n strips

Fig. 6.20a,b. Electron-potential distribution in the linear region (a) and close to the anode
region where the potential valley is directed towards the surface (b). (After Strüder et al.
1989, Fig. 3)
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are separated from each other by a p-doped strip that also connects to the ring
surrounding the anode region. Surrounding the n strips completely by p-doped
regions ensures that the electron-accumulation layer adjacent to the n-doped
anodes does not electrically connect them to each other (see also Sect. 6.3) or to
some other region of the detector (such as the undepleted bulk). Having a pair
of anodes will result in the collection of electrons in a single anode incident
from one side only. Considering the pair located at the rim of the device, the
outermost n strip may be used to drain away electrons from the high voltage
protection region, while the other strip is used for the measurement of signals
created in the active detector region.

The opposite side of the silicon wafer is for the large part identically struc-
tured; differences are only seen in the anode region. Here the n implantation
has been omitted and replaced by p-doped strips. In the main part of the de-
tector, the strips on opposite sides of the wafers have been kept at the same
potential, thus assuring a symmetrical parabolic potential distribution across
the wafer (Fig. 6.20a). Near the anode, however, the increasing potential dif-
ference between the two wafer surfaces moves the potential valley for electrons
to the front side until it ends at the anode (Fig. 6.20b).

Fig. 6.21. Output pulse signal
(after amplification and shap-
ing) for constant drift field as
a function of the position of
the light pulser, providing a
signal charge of roughly 22 000
electrons. The time scale
is 200 ns/div, the drift field
265 V/cm. (After Gatti et al.
1985, Fig. 4)
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The Si drift detector has been tested with a light pulser in the laboratory
and in a high-energy pion beam (Rehak et al. 1985) using a telescope consist-
ing of silicon strip detectors to determine the position of incidence for each
pion traversing the drift detector. In the beam test, the time of incidence was
provided by a scintillation counter. Thus the drift detector parameters (drift
velocity and the time offset) could be fitted and the measuring precision could
be determined.

Figure 6.21 shows the output pulse signal, after amplification and Gaus-
sian shaping, induced by a light pulser positioned at six different locations. In
Fig. 6.22 the position of the pulser has been held constant at 3.5mm from the
collecting anode while the drift field is changed in a range from 425V/cm (a) to
67V/cm (i). Not only the shifting of the position of the pulse can be observed
but also its widening due to diffusion of the charge cloud during the drift time.

Fig. 6.22a–i. Output pulse signal (after amplification and shaping) as a function of the drift
field for constant position of the incident particle. The time scale is 200 ns/div, and the origin
has been shifted by 0.4 µs for plots (g) to (i). The values of the drift field are 425 V/cm (a),
265 V/cm (b), 210 V/cm (c), 185 V/cm (d), 130V/cm (e), 105V/cm (f and g) 80V/cm (h)
and 67V/cm (i). (After Gatti et al. 1985, Fig. 5)
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The position extracted from the drift time in the beam test measurement
is compared in Fig. 6.23 with the prediction of the beam telescope. An almost
linear relationship is observed between predicted and measured positions, the
small deviations probably being due to position-dependent variations of the
drift field caused by inhomogeneous doping of the silicon wafer. The position
measurement precision, including its dependence on the drift field, has been
investigated with a light pulser in the laboratory and also in a high energy
pion beam (Fig. 6.24). The measurement precision depends rather strongly on

Fig. 6.23. Scatter plot of position as extracted from drift-time measurement, versus position
as predicted from a silicon-strip detector beam telescope

a) b)

Fig. 6.24a,b. Position-measurement precision as a function of the drift field, from data taken
in the laboratory with a light pulser of intensity corresponding to one minimum ionizing
particle (a) and from data taken in a high energy pion beam (b). The variable σy is the
position-measurement precision in the drift direction, and σt is the same measurement con-
verted to time resolution
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signal processing (see Sect. 6.5.5). Solid line (A) in Fig. 6.24a is the result of
a prediction with fixed electronic shaping time, as used in the test. Line (B)
in Fig. 6.24a is the result expected for a shaping that is optimized for the
respective field strength. Results in the beam for the position measurement
precision in the drift direction σy were found to be significantly worse because
of some system problems (particularly temperature instability, stray light and
electronic pickup noise); however, the results were still comparable with those
reached with strip detectors.

6.5.2 Matrix Drift Devices

Dividing the anode of a linear drift detector into pads (Fig. 6.25) naturally leads
to two-dimensional position measurement. One coordinate is obtained from the
drift time, the other by the pads on which the signals appear. If not only the
time and pad number are determined but also the analogue information on the
signal height, the second coordinate may be further improved by interpolation
using the signal levels in neighboring pads. The signal will be distributed over
more than one pad if the diffusion during the drift time leads to a charge cloud
that is comparable to the spacing of the anode pads.

Example 6.5
Problem: Calculate the drift time for a 1 cm-long drift device with an applied
voltage of 500V. Estimate the width of the electron charge cloud arriving at
the anode region when drifting over the full length of the drift detector (1 cm)
and for 1mm only.

Fig. 6.25. Matrix drift detector with anode strip divided into pads. The dark pad anodes are
imbedded in a p-doped grid that provides insulation between neighbors
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Solution: The drift velocity is given by

νn = µnE = µn
V

l
= 1500

cm2

Vs

500V

1 cm
= 7.5 × 105 cm/s .

The drift times for 1 cm and 1mm respectively are then t1 = 1.33µs and
t2 = 0.133µs. The root-mean-square value of the Gaussian distribution is σ =
√
Dnt =

√
kT
q
µnt, resulting in σ1 =

√
0.0259V · 1500 cm2

Vs · 1.33 × 10−6 s =

72µm. Similarly, σ2 is calculated as 22.7µm.

For very long drift distances and/or low drift fields, the signal charge will
be spread out over more than two readout pads. This is an undesirable feature
when reading out closely spaced signals. Lateral diffusion can be suppressed by
creating deep strip-like p-implanted regions parallel to the nominal drift direc-
tion (Castoldi 1996). In this way deviations from the designed drift direction
due to nonuniform doping of the silicon are also avoided.

6.5.3 Radial Drift Devices

Radial drift devices are in some sense simpler to design than linear devices
because the problem of proper termination of the field-shaping strips does not
occur.

Radial devices are especially interesting for energy measurement. A small
point-like anode with extremely small capacitance may be placed into the center
of the device (Fig. 6.26). Small capacitance results in low electronic noise, as
will be shown in Chap. 7.

Fig. 6.26. Radial drift detector with point
anode of 200 µm in the center. (After
Gatti et al. 1985, Fig. 14)
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Radial drift to the outside is also possible. If the circular anode is divided
into pads, again two-dimensional position measurement is possible. An inter-
esting feature of such an arrangement is the high measurement precision at
small radius in the direction perpendicular to the radius. The position in this
second coordinate is obtained from the charge distribution measured in the
anode pads by projecting it back in a radial direction.

A large-area device of this type (Chen et al. 1992), with a hole in the
center for the passage of the particle beam, has been produced for the CERES
particle physics experiment at CERN. The device also uses a method to drain
the current generated at the oxide–silicon interface between the field-shaping
rings to an n-doped drain contact, separated from the signal-collecting anode
(Rehak et al. 1989). In this manner the anode leakage current is reduced and
the measurement precision is increased.

6.5.4 Single-Sided Structured Devices

Standard drift detectors require finely structured processing on both wafer
sides. Besides requiring a sophisticated technology including front to backside
alignment, this leads to nonuniform absorption of incident radiation caused
by the varying dead-layer thickness over the entrance window. This, and the
necessity of providing electrical connections on both sides of the wafer, leads to
problems in some applications, such as the measurement of lowly penetrating
radiation (e.g. low-energy x-rays) or in optical applications.

Fig. 6.27. Cross-section of a single-sided structured drift detector. The voltage of the drift
rings and the large-area radiation entrance window at the top are provided externally

Considerable simplification, which at the same time brings about an im-
provement in performance, is obtained by the introduction of single-sided struc-
tured drift devices (Kemmer and Lutz 1987). The principle is shown in Fig. 6.27.
The top (entrance) side of the wafer is formed by a single large-area diode, while
the bottom side is structured into strip- or ring-like diodes and a collecting
electrode of the same doping type as the bulk. Putting suitable voltages on the
electrodes, one can shape the potential valley for majority carriers (electrons)
in such a way that it continuously slopes down from a starting point close to
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the top large-area diode towards the collecting electrode. In the operation of
such a device, the attainable drift field is restricted by the condition that the
voltage between diodes placed opposite each other on the two wafer surfaces
has to be lower than the wafer’s full-depletion voltage.

The maximum drift field is obtained when the voltage between outermost
and innermost field-shaping electrodes on the bottom side is slightly below
twice the depletion voltage, while the potential of the large-area top diode is
roughly halfway in between. Such a condition can be reached by externally
supplying voltages to each electrode. However, one may also use an integrated
resistive voltage divider for supplying these voltages. In such a case only four
connections (and their voltages) have to be supplied to the device: the readout
connection to the collecting anode, the large-area bias, and the innermost and
outermost field-shaping electrodes.

Further simplification in operation can be achieved by using punch-through
biasing both between adjacent field-shaping electrodes and also between back
and front sides of the wafer (Fig. 6.28). Punch-through between closely spaced
p+ regions on n-type bulk has already been explained in connection with strip

a)

b)

c)

d)

Fig. 6.28a–d. Single-sided structured drift detector with punch-through biassing of the field-
shaping electrodes and large-area diode. This setup requires only two electric connections on
the backside. The sequence of drawings (a–d) shows the growth of the space-charge region
with the application of a reverse bias voltage between the center n+ collecting anode and the
outermost field-shaping electrode. (After Kemmer et al. 1987, Fig. 1)
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detector biassing in Sect. 6.4 (Fig. 6.12). As seen in Fig. 6.14, a pair of closely
spaced diodes can stand only a limited relative voltage before a rapidly rising
current starts to flow. The onset of this current appears when the space-charge
regions of the two diodes touch each other. Through keeping the outermost
field-shaping ring at ground potential and applying a rising negative voltage to
the anode of the device shown in Fig. 6.28, inner rings will follow this voltage
only up to the onset of punch-through towards the neighboring ring (Fig. 6.28a).
Once the space-charge region reaches the top-side (Fig. 6.28b) the potential of
the large-area diode is fixed by the punch-through mechanism across the wafer,
and with further increase of the bias voltage the space-charge region grows from
the top downwards (Fig. 6.28c) until the device is fully depleted (Fig. 6.28d).

Such a device can therefore be operated without electrical connection on the
radiation entrance side on the top. However, care has to be taken to capacitively
ground the floating electrodes, so as to get a signal response independent of
the position of incidence.

6.5.5 Readout of Drift Devices and Measurement Precision

As has been seen already, drift devices are very well suited for both position and
energy measurement. Compared with other position-sensitive detectors, such
as strip detectors, they offer the advantage of a smaller number of readout
channels while providing approximately the same position resolution (although
at limited particle rates).23 Compared with other energy-sensitive detectors,
such as large-area diodes, they have an extremely small detector capacitance,
and this leads to low noise and hence to excellent energy resolution.

Position is calculated from the time between primary ionization (the passage
of the particle) and collection of the signal charge at the anode, while the
energy is found from the total collected charge. As a consequence, optimization
of electronics will depend strongly on the type of information required.

As the charge-transfer loss in drift devices can be made very small (Rehak
et al. 1986), energy-measurement resolution can be derived in the same way as
for planar diodes but taking into account the very small detector capacitance.
We therefore will concentrate here on position-measurement precision.

In order to measure the position, the readout electronics will in general
convert the charge signal sensed at the readout electrode into a pulse or a
bipolar signal.24 The center of this pulse, or the zero crossing of the bipolar
signal, will be taken as a measurement of the arrival time.

The position measurement precision will be limited by effects within the
detector and by the electronic noise generated in the readout electronics. Effects
of the first kind are

23One gets problems with ambiguities if more than one signal is generated during the drift
time.

24Using bipolar signals and zero crossing makes the timing measurement independent of
signal height.
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• variation of the drift time with the depth of generation of the signal charge;
• widening of the signal peak due to diffusion and electrostatic repulsion,

and the corresponding statistical fluctuations; and
• dark current flowing in the detector.

The first of these effects is intrinsic to the detector and its influence on the
measurement precision is independent of the properties of the readout system.
Reasons for this effect are inhomogeneities in the field distribution due to (for
example) the finite width of the field-shaping electrodes and nonuniformities
in crystal doping.

The second effect depends on the drift time and therefore on the position
of incidence and electric field strength, while the dark current in the detector
is to a large extent dependent on the quality of the technological process. In
addition, it is a strong function of temperature. It can be reduced markedly
when draining the surface-generated current to an electrode separated from the
signal electrode (Rehak et al. 1989).

The question of matching a detector with its readout electronics, and in
particular of choosing optimal shaping of the signal in order to obtain maxi-
mum measurement precision, has been treated in detail in the literature (Gatti
et al. 1984) We will restrict ourselves here, therefore, to a few remarks. The
width of the peak will be a convolution of the signal width due to diffusion
and the shaping of the electronics. Superimposed on the signal is the electronic
noise created by the dark current of the detector and by its electronics. Longer
shaping times will result in a decrease of the electronic noise and at the same
time to a widening of the signal, whose center position will be shifted by the
noise from the detector dark current and the electronics. As the diffusion width
is dependent on the drift field and the position of incidence of the radiation,
each operating condition of the device would in principle require its own signal
shaping condition in order to obtain optimum measurement precision. Further-
more, this optimum shaping is dependent on the point of incidence, the amount
of ionization charge, and on the angle of incidence of ionizing particle tracks.

6.6 Charge Coupled Devices as Detectors

Charge coupled devices (CCDs) have for a long time been used as electronic
elements for the storing and transfer of charge and – more important – as
optical sensors, most noticeably as image devices in video cameras. Some years
ago they also found their application as particle detectors in elementary particle
physics (Bailey et al. 1983; Damerell et al. 1987 and 1990), where specially
selected optical CCDs were used. Meanwhile a large detector system has been
constructed. It measures tracks in electron–positron collisions (Abe et al. 1997).

More recently, p–n CCDs for the special purpose of particle and x-ray detec-
tion have been developed (Strüder et al. 1990, 1993 and 1997). They are based
on the principle of sidewards depletion of a double-diode structure, which is
also used in the semiconductor drift chamber. Their first use is in two space-
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based x-ray telescopes: XMM (Lumb et al. 1997) and ABRIXAS (Richter et
al. 1996).

CCDs are nonequilibrium detectors. Signal charge is stored in potential
pockets within a space-charge region, the content of which are then transferred
to a collecting readout electrode. In order to retain the thermal nonequilibrium
condition, thermally generated charge that also assembles in the potential pock-
ets has to be removed from time to time. Usually this is done automatically
during the readout cycle of the device.

While in conventional MOS CCDs minority carriers are collected, the p–n
CCDs are majority carrier devices. The conventional MOS CCDs described in
Sect. 6.6.1 for didactic purposes store and transfer the charge directly at the
semiconductor–insulator interface, but these devices are in practice not used
anymore. They have been replaced by buried-channel CCDs, in which the store-
and-transfer region is moved a small distance away from the surface. In p–n
CCDs, this region is moved a considerable distance into the bulk.

6.6.1 Three-Phase “Conventional” MOS CCDs

This type of CCD serves best to demonstrate the working principles involved
in CCDs. A cross-section along the direction of movement of charge is shown
in Fig. 6.29.

Similarly to the strip detector, this structure is derived from the simple
MOS structure (Fig. 3.5) by dividing the metal electrode into strips. The bulk
is connected by a backside ohmic contact. A diode strip (N+ on P− substrate)
is added so as to be used for the collection of the minority carriers (Fig. 6.29a).

Every third metal electrode is kept at the same potential and the bulk is
put at a negative voltage (−Vbias) so that the device is operated in overdepleted
mode (see Sect. 3.3). Putting the electrodes on different potentials creates local
energy minima for electrons at the Si−SiO2 interface, just below the electrodes
with the highest applied voltage (φ1 in Fig. 6.29). Electrons produced in the
space-charge region, for instance by light or ionizing radiation, will move to-
wards the oxide and assemble below these electrodes. The partial filling up
of electron potential minima will lead to local shrinking of the depletion-layer
thickness and to a reduction of the depth of the corresponding electron poten-
tial minima (Fig. 6.29b). The charge can now be moved towards the readout
electrode by a periodic change of the voltages φ1, φ2 and φ3, as shown in the
figure. First φ2 is increased to the same level as φ1 and the signal charge will
spread between φ1 and φ2. If now φ1 is lowered, the signal charge will transfer
below the electrodes φ2. If this procedure is followed for φ2 and φ3 and then
again for φ3 and φ1, the signal charge is transferred by a complete cell size.
After several cycles the charge will finally arrive at the diode, where it can be
measured.

The device shown in Fig. 6.29 serves only to demonstrate the charge collec-
tion and transfer mechanism. However, as a practical device it will not work.
One of the reasons is the presence of gaps between the metal electrodes with
bare oxide, where the potential at the outer surface is not defined. This may
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Fig. 6.29a,b. Working principles of a three-phase MOS CCD: schematics (a); charge-trans-
fer (b). Every third gate electrode is connected to the same potential (φ1, φ2, φ3) so that
a periodic (electron) potential appears below the gates at the Si–SiO2 boundary. Electrons
are collected in the minima of these potential distribution. They can be shifted towards the
readout anode by suitable change of the potentials, as shown in part (b) of the figure

lead to potential barriers that hinder the transfer of charge. Therefore practi-
cal devices have overlapping gates with an insulator in between. The gates are
usually made of polysilicon rather than metal.

Secondly, the signal charge has to be prevented from spreading in the direc-
tion perpendicular to the plane of the drawing, along the gate electrodes. This
can be accomplished by a variation of the doping at the surface. Most frequently
this is done by implanting p strips, so-called “channel stops”, perpendicular to
the gate electrodes.

In this description we have considered the CCD as a detector, storing signal
charges that are created in the device itself. However, it may also be used as a
purely electronic device for the storage and transfer of charge. Then the signal
charge has to be injected into the device with the use of special structures.
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6.6.2 Linear and Matrix CCDs

So far, a simple linear structure has been described. Putting many of these
linear structures next to each other and using common gates, one arrives at
a matrix CCD. Usually it is combined with a linear CCD perpendicular to it.
The signal charge is then transferred line by line into the linear CCD, from
where it can be shifted cell by cell into a single output electrode (Fig. 6.30).

a) b)

Fig. 6.30a,b. Matrix CCD on the basis of a three-phase MOS CCD: schematics (a); charge-
transfer sequence (b). Charge is shifted in the vertical direction with all pixels of the matrix
in parallel, the lowest row being transfered into a horizontal linear CCD. This horizontal
CCD is then read out through a single output node

6.6.3 Charge Collection and Charge Transport

As mentioned earlier, signal charge is collected not only from the space-charge
region but (due to diffusion) also from the undepleted bulk of the detector. For
optical CCDs the space-charge region typically has a depth of 1–3µm. Even
with an increase of this value to around 10µm still yields a rather small value
for penetrating radiation such as x-rays or high-momentum charged particles.
The depth of charge collection in the undepleted bulk is given by the diffusion
length L =

√
Dτr (see (3.1.13)). As the collection time for these charge carriers

is much longer than for those produced in the space-charge region, they will
also have a much wider spatial distribution and may spread over several pixels.

Example 6.6
Problem: Estimate the amount of charge collected for a minimum ionizing
particle in an n-channel CCD with 10µm depletion depth if the recombination
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lifetime is τn = 0.1ms. Estimate the width of the charge distribution for charge
carriers produced in the undepleted bulk. Assume uniform bulk properties over
the wafer depth of d = 300µm.
Solution: All charge carriers produced in the 10µm-thick depletion layer will
be collected. With an average energy loss of 3.8MeV/cm and an average energy
of 3.63 eV needed for creation of an electron–hole pair, 1046 electrons will be
created in the space-charge region. Their spatial distribution will be narrow as
they are collected rapidly by the drift field.

Added to this total will be charge carriers diffusing out of the undepleted
region. Charge collection out of the undepleted region has already been con-
sidered in Example 3.3 in Sect. 3.13 when considering a p–n diode under irra-
diation with light, and in Example 5.1 in Sect. 5.1 when considering the effect
of a continuous photon flux incident perpendicular to the surface of a unbiased
diode.

In the first example the neutral semiconductor region was assumed to be
large compared with the diffusion length L =

√
Dτ , while in the second example

this assumption was not made. With Dn = kT
q
µn = 0.0259V · 1450 cm2

Vs =

37.6 cm2

s and τn = 0.1ms, we obtain Ln =
√

37.6 cm2

s · 10−4 s = 613µm, larger

than the wafer thickness. We therefore have to resort to the approach used in
Example 5.1 and will need to reuse and rewrite some of the results obtained
there.

Equation (5.1.8) defines the efficiency of charge collection as a function of
distance in the undepleted bulk (maximum distance xm) by taking the ratio of
current Jn and charge production rate GL at depth x0:

η(x0) = −
Jn
qGL

=
sinh xm−x0

Ln

sinh xm

Ln

.

Averaging over the depth, we obtain the fraction of charge collected for a m.i.p.
as

η̄ =

∫ xm

0
sinh xm−x

Ln
dx

sinh xm

Ln

= Ln

cosh xm

Ln
− 1

sinh xm

Ln

.

With xm = 290µm, Ln = 613µm, we obtain η̄ = 0.232. And we may define
as effective charge collection length from the undepleted region deff ≡ η̄xm =
67.4µm.

Charge produced in the depth of the neutral region will not only be partially
lost, it will also take some time until it diffuses into the space-charge region so
as to be collected in the pixels. During this time it will also diffuse in a lateral
direction, thereby having a chance to reach the neighboring pixels. Calculating
the time distribution of the electron cloud reaching the space-charge region,
and thus also the lateral width of the charge cloud, is possible but tedious. For
getting only a rough estimation, we will make the very rough assumption that
all charges originate from the effective charge collection depth deff = η̄xm and
that they all reach the space-charge region when the diffusion width σ ≡

√
2Dnt̄
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equals the effective charge collection depth deff . As diffusions in longitudinal and
lateral directions are independent, this assumption gives a root-mean-square
width for the lateral diffusion equalling the effective charge collection depth
deff = 67µm. The average time for diffusion into the space-charge region is

then estimated as t̄ =
d2
eff

2Dn
= 0.6µs.

Transfer efficiency is an extremely important parameter of a CCD, since
charge has to transit through many cells before arriving at the readout node.
Three mechanisms govern the transfer of charge: electrostatic repulsion, drift,
and diffusion. Depending on the geometry, operating conditions and size of
signal charge, the relative importance of these three effects will be different.
Electrostatic repulsion plays a role only for large signal charges and small pixel
size in the transfer from an energetically higher region to a lower one. Diffusion
will be a relatively slow process, dominating electrostatic repulsion when most
of the charge has already been transferred. The most desirable mechanism is
drift; however, with the thin oxide (that is, thin compared with the width of
the gate electrodes) the electric field component parallel to the detector surface
at the Si−SiO2 interface remains very small.

Trapping is another very important effect for transfer efficiency. It is due
to crystal defects leading to local energy states (e.g. within the band gap) that
act as trapping centers. If an electron (hole) passes close to this center, it has
a chance of being trapped for a while before it is restored to the conduction
(valence) band by thermal emission. Thus in our device it may be prevented
from being moved towards the next cell as quickly as it might.

As crystal defects are especially abundant in the surface region, it is desir-
able to move the charges a certain distance away from the Si−SiO2 interface
into the bulk. At the same time, an increase of speed of charge transfer also

Fig. 6.31a–c. Principle of a buried-channel MOS CCD: cross section (a); potential along the
shift direction (b); and potential perpendicular to the surface (c)
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becomes possible. This is due to an increase in the electric field components
parallel to the surface in the regions below the centers of the gates. One thus
does not have to rely on the slow diffusion process for moving the charge from
below the gates towards the drift region but instead by means of a drift field
extending over the full transfer region.

This movement at a small distance from the surface is accomplished in
a buried-channel CCD as shown in Fig. 6.31. A n doping in the surface region
shifts the energetic minimum for electrons away from the surface into the bulk.
The n doping has to be chosen in such a way that the space-charge region still
reaches all the way to the interface, so that the effect of the gate electrodes
is not shielded by a conducting n layer. Electrons generated in this n-doped
surface layer are collected at the same position as those originating in the bulk.
Holes generated in this layer flow away perpendiculary to the drawing plane
towards p-doped channel stops.

6.6.4 Signal Readout

CCDs have the remarkable property that – in principle – completely isolated
charge buckets are transferred to the output electrode. Whatever the noise on
the transfer gates, it will not change the amount of charge that finally arrives
at the readout electrode. The size of this readout electrode can be made very
small, so that the detector capacity as seen by the readout electronics is very
low (typically 10–100 fF). In order to profit from this small capacitance in the
noise performance of the device (compare Chap. 7), it is necessary to integrate
at least part of the electronics onto the detector so that the stray capacitances
of the leads (typically several pF) can be avoided.

In the simplest – and usual – case, the electronics consists only of a single
input transistor used as a source follower, together with an external current
source and a reset switch. The latter is also in the form of a single transistor
and has very low drain-gate capacitance (Fig. 6.32).

Fig. 6.32a,b. CCD readout circuit consisting of a source follower and a reset switch: cross-
section with collecting anode A and source follower transistor (a); circuit diagram with the
detector readout electrode symbolically represented by a reversely biased diode in parallel to
a capacitor (b)



144 6 Detectors for Position Measurement

6.6.5 Other Types of MOS CCDs

There exist a large variety of MOS CCDs that have been developed either
for increased performance (e.g. speed of operation, improved charge-transfer
efficiency, increased sensitive depth) or simplified operation and production
technology.

One example, the buried-channel CCD – designed for improved transfer
efficiency and speed – has already been mentioned in Sect. 6.6.3. An increase
in the detector’s sensitive volume (for x-ray detection, for example) may be
obtained by using weakly doped material. A reduction in the number of phases
necessary for the charge-transfer can be achieved with a modified gate structure.

In the buried-channel device shown in Fig. 6.33, this reduction has been
accomplished by a variation of the surface doping below the gate electrodes in
such a way that the electron energy level below the left side of the gate is always
higher than at the right. Thus electrons will always move to the right of the
gate and movement of the two gate potentials with respect to each other will
result in a transfer of the signal charge towards the readout electrode. Contrary
to the three-phase CCD, where the direction of the charge movement could be
controlled by the phases of the gate potential, this device has a built-in transfer
direction.

Fig. 6.33a,b. Two-phase CCD with built-in transfer direction: cross-section (a); potential along
the transfer direction (b)

6.6.6 Fully Depleted p–n CCDs

A fully depleted p–n CCD works on a different principle from the previously
described MOS-based devices, resulting in some rather interesting properties.
While in MOS-based devices minority carriers are collected, these devices use
the majority carriers, which are produced in the completely depleted and there-
fore also radiation-sensitive bulk material. The working principles can be ex-
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plained from the drift chamber. The possibility of using the drift-detector prin-
ciple for the CCD has been mentioned already in the first publication by its
inventors (Gatti et al. 1984).

Working Principle
Looking at the sidewards depletion structure (see Fig. 6.16) we notice that the
electron potential valley can be moved towards the top surface by biassing the
lower diode negatively with respect to the top diode. Through the application of
a periodic potential to the strips of the drift detector rather than a continually
rising one, the valley will be structured in depth. The lower diode may be
formed as a single large-area structure, and from that one obtains the device
shown diagramatically in Fig. 6.34.

Fig. 6.34. Fully depleted p–n CCD: cross-section along channel. (After Strüder 1989, Fig. 6)

This device however still has some problems. In order to obtain sufficient
modulation of the valley depth, the valley has to be at a distance of the order
of the gate width away from the gates. This reduces (with reasonable bulk
doping) the threshold for holes between front and backside of the device to
such a low level that a large hole-current will flow from the top gates towards
the backside diode. Furthermore, spread of the signal charges along the gates
is not prevented.

Both problems can be solved simultaneously with an increase of doping in
the surface region if this is done in a strip-like fashion, with strips perpendicular
to the gate direction. These strips may be called “channel guides”, the narrow
gaps between the strips have the function of channel stops (Fig. 6.35).

Device Properties
Compared with standard CCDs, the fully depleted p–n CCDs have several
important advantages when used as detectors:
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Fig. 6.35a,b. Perspective view of one column in a fully depleted p–n matrix CCD (a) and the
parallel readout structure with one readout node for every column (b)

• enhanced sensitivity as the full volume is depleted. This is especially im-
portant for the measurement of x-rays at higher energies and for high
energy charged particles. The efficiency for x-rays can be estimated from
the energy dependence of the absorption coefficient, which was given in
Sect. 4.4.1. High-energy charged particles give typically an order of magni-
tude higher signal than that registered for them in an optical MOS CCD;

• uniform response with backside illumination as the backside consists of
a large-area diode. The window may be made very thin in order to get
a good response for short-range radiation;

• high speed of operation due to charge transfer at a moderate distance from
the surface;

• the possibility of building large cell structures. For MOS CCDs this is not
possible since, with the transfer very close to the surface, the drift field
would become too small to allow fast charge transfer; and

• Improved radiation hardness, because radiation-sensitive MOS structures
do not play an essential role in the function of the device (compare Chap. 11
on radiation hardness).

Example 6.7
Problem: Estimate the detection efficiency for 10 keV x-rays in a 300µm thick
fully depleted p–n CCD and compare it with an optical CCD of a factor 10
shorter in its charge-collection depth.
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Solution: From Fig. 4.3 the inverse of the absorption length in silicon is read
as a = 75 cm−1. For the fully depleted p–n CCD, the charge-collection depth
equals the wafer thickness. The fraction of x-rays absorbed in the detector is

f = 1 − e−a dcoll = 1 − exp(−75 cm−1 · 300 × 10−4 cm) = 1 − e−2.25 = 0.9 .

For a factor 10 shorter charge-collection depth, the probability of interaction
in the sensitive volume drops to f = 0.2.

Experimental Applications
A 6 × 6 cm2 device has been developed for the use in two space-based x-ray as-
tronomy experiments (Strüder et al. 1993 and 1997; Soltau et al. 1996). They
are put in the focal plane of Wolter telescopes, making use of total x-ray reflec-
tion at grazing inclination angles. The pixel size of 150 × 150µm2 is matched
to the resolving power of the telescope. Besides other x-ray applications (such
as medical imaging), and synchrotron radiation experiments, the device may
also be useful for optical applications as well as for the measurement of charged
particles.

Readout
As is the case for other types of CCDs, the first stage of amplification has to be
integrated into the detector to take advantage of the low detector capacitance
for low noise readout. For the p–n CCD again, a source follower has been
built using a new type of junction field-effect transistor (SSJFET) operating
on a fully depleted substrate. This type of electronics, which uses the same
technological steps as already needed for detector production, will be described
more fully in Chap. 9.

The readout topology (Fig. 6.36) used in a specific application of x-ray
astronomy (Soltau et al. 1996) has been designed for high-speed readout. Each
row of 200 pixels has its own readout node, so that parallel readout is possible
that requires only 2ms for the complete device.

Performance
For application in x-ray detection, the following properties are of fundamental
importance:

• energy range of sensitivity;
• quantum efficiency;
• dynamic range: signal over background due to electronic noise and low-

energy signal tails from partial charge collection;
• energy resolution;
• charge-transfer efficiency; and
• readout speed.

The range of sensitivity for x-ray energies at the upper limit is determined
by the semiconductor properties and thickness, as high-energy photons will
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Fig. 6.36. Readout topology of the XMM fully depleted p–n CCD. The device consists of 12
functionally independent subunits of 3×1 cm2, each containing 64 colums of 200 pixels and all
produced on one single silicon wafer. A separate source follower amplifier for each column is
integrated into the device. Readout is performed with specially developed integrated circuits
(CAMEX) (see Sect 7.6) with 64 channels. (After Strüder et al. 1997, Fig. 3)

have little probability of interacting within the semiconductor. Compared with
standard partially depleted CCDs, higher energies can be detected. The lower
energy limit is determined by two requirements: the separation of the signal
from the electronic noise and the charge-collection properties at the semicon-
ductor radiation entrance window. The latter is important because of the low
penetration depth of low-energy photons. In simple form, this charge loss near
the surface may be described by a “dead layer” with a certain thickness. Such
a description is, however, insufficient: it predicts either a full signal once the
interaction occurs past the dead layer or no signal at all when it occurs within
the dead layer, while in reality signals with lower amplitude are detected. This
partial collection of charge leads to low-energy tails in the energy spectra, re-
sulting in a background beneath the lower energy peaks.

A lower limit of the energy resolution is given by the statistics of the ioniza-
tion process, which was discused in Chap. 4 and described by the introduction
of the Fano factor (see equation (4.4.2)). Added to this are statistical and sys-
tematic fluctuations in charge collection and transfer, as well as electronic noise
in charge amplification.

A particular problem in the CCDs described so far is their continuous sen-
sitivity, which includes the time of transfer to the readout. Signals generated
during the readout will thereby be assigned the wrong position. It is therefore
desirable to have the exposure time – the time in which the signals are collected
in a quiet CCD – relatively long with respect to the charge-transfer time. In
the only p–n CCD which has been developed so far, this has been accomplished
by providing a separate readout node to each column (Fig. 6.36), thus allowing
the readout of all pixels in a row in parallel. This, together with the large pixel
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Fig. 6.37. Scatter plot of signal height versus pixel row of the XMM fully depleted p–n CCD,
irradiated with intensive radiation from an x-ray tube using a copper target. The prominent
bands are from the CuKα = 8.05 keV and CuKβ = 8.90 keV lines. (After Soltau et al. 1996,
Fig. 6)

rows

en
er

gy
  [

eV
]

0 50 100 150 200

2000

4000

6000

8000

Fig. 6.38. Scatter plot of signal height versus pixel row of the XMM fully depleted p–n CCD ir-
radiated with a 55Fe source. Two well separated bands corresponding to the MnKα(5.898 keV)
and MnKβ(6.490 keV) are seen. The small slope of the bands from closest (first) to furthest
(200th) readout row (3 cm transfer) is a measure of the transfer efficiency (above 99.9%).
(After Strüder et al. 1997, Fig. 4)
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Fig. 6.39. Energy spectrum for a 55Fe x-ray source measured with the XMM fully depleted
p–n CCD. The energy resolution is 130 eV (FWHM). (After Strüder et al. 1997, Fig. 7)
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Fig. 6.40. Carbon (E = 282 eV) and oxygen (E = 523 eV) spectrum in a single-photon count-
ing mode of the XMM fully depleted p–n CCD. The FWHM is about 75 eV for both lines
and the quantum efficiency is above 85%. (After Strüder et al. 1997, Fig. 8)

size of 150× 150µm2 matched to the resolution of the x-ray telescope, leads to
a 2ms readout time for the complete device.

In the following, some results of a 3 × 1 cm2 section of a 36 cm2 device
(Strüder et al. 1997) will be shown. Typical readout times are 2ms and exposure
times 20ms. The scatter plot of signal height versus pixel row of the XMM fully
depleted p–n CCD (Fig. 6.37) has been obtained with high-intensity irradiation
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from an x-ray tube with a copper target. A similar plot, with irradiation of
the device with a 55Fe source, is shown in Fig. 6.38. Two well separated bands,
corresponding to the MnKα(5.9 keV) and MnKβ(6.5 keV), are seen in Fig. 6.38.
The small slope of the bands from closest (first) to furthest (200th) readout row
is a measure for the transfer efficiency (measured as above 99.9%), although
this is dependent on the temperature (≈ 140K) and other operating conditions.

The energy resolution and the signal-over-background ratio can be judged
from Fig. 6.39, which shows the energy spectrum obtained with an 55Fe x-ray
source. That the device is performing well for low-energy x-rays is demonstrated
in Fig. 6.40. The carbon (E = 277 eV) and oxygen (E = 525 eV) peaks are well
separated from each other and from the tails of the electronic noise peak. The
good properties at low energies are due to the thin (and homogeneous) entrance
window (Hartmann et al. 1997).

6.7 Summary

Using the basic understanding of the working principles of simple energy-
sensitive detectors as presented in Chap. 5, the principles used for measurement
of position in addition to energy have been explained.

The most straightforward extension is that of diode strip detectors, in which
a large-area diode is split into strips and each of the strips is read out by its
own electronics. In the most simple scheme, the position of the strip producing
a signal provides the position information. In many circumstances the signal
charge is distributed over more than one strip. This is due to diffusion during
charge collection and to spatial extension of the primary charge for (for exam-
ple) inclined ionizing tracks in a strip detector. Measurement of signal height
in such a case allows interpolation of the position by comparison of the signal
height, and it thus provides improvement in measurement precision.

Analog readout can also be used for the purpose of reduction of the number
of readout channels, when leaving some strips floating between strips connected
to the readout electronics. In these circumstances the charge collected on a
floating strip is capacitively fed into the neighboring readout channels by the
naturally present strip–strip capacitances, and the position can again be ob-
tained by interpolation. It is important in this case that the a.c. floating strips
are held on the same d.c. voltage as the readout strips.

Further developments of strip detectors are detectors with double-sided
readout (Sect. 6.3), the integration of a.c. coupling into the detector struc-
ture, and the development of biassing structures that can be implemented with
fairly simple technology (Sect. 6.4). Simplification of detector concepts and
technology is important in view of proposed large-scale applications of strip
detectors.

Completely new possibilities were brought about by the invention of the
semiconductor drift detector (Sect. 6.5). In these devices, charge is collected in
a potential valley inside the device and moved essentially parallel to the surface
towards one or several collecting electrodes. This movement is accomplished by
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a drift field component parallel to the wafer surface. From the drift time to
the collecting electrode the position can be determined. Drift detectors are of
interest not only because of their position-measurement capability but perhaps
even more because of the improvement in energy resolution compared with
reverse-biased diodes of the same area. This is due to the radically reduced
capacitive load that is seen by the output amplifier. Various drift devices can
be built, providing linear or radial drift for example and – depending on the
arrangement of charge collecting electrodes – one- or two-dimensional position
measurement. For simple energy measurement, radial drift towards a single
central collecting electrode is well suited. When a homogeneous entrance win-
dow is important, the single-sided drift diode described in Sect. 6.5.4 provides
a solution. Further improvement of performance is provided by the integration
of electronics into the detector, as will be described in Chaps. 8 and 9.

The working principles of MOS CCDs, which are standard devices in optical
applications and have found their way also into nuclear radiation detection, are
described in Sect. 6.6. Based on the drift-detector principle, fully depleted p–n
CCDs have been developed. Their operating principle is very different from that
of standard MOS CCDs, and for a variety of reasons they are better suited for
nuclear radiation detection. In particular, they are fully depleted and therefore
sensitive to radiation over the whole semiconductor volume.

Additional position-sensitive detectors will be described in Chaps. 8 and 9.
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As there is a close interplay between a detector and its electronics, both com-
ponents have to be considered together when designing a detector for a specific
application. In this chapter we will restrict ourselves to the analog front-end
electronics, the part in which one tries to approach as close as possible the
limits given by the laws of physics. Therefore, the problem of measuring charge
will be addressed in some detail, after reviewing the working principles and
properties of transistors. Special emphasis will be placed on noise minimiza-
tion and on integrated electronics developed for the readout of semiconductor
detectors.

7.1 Operating Principles of Transistors

Transistors are commonly classified into unipolar and bipolar, depending on
whether only one or both types of charge carriers participate in the current
flow. As a consequence of the difference in operating principles, their proper-
ties – and therefore their suitability for specific applications – differ greatly.
Bipolar transistors are well suited for high-speed applications and for driving
large currents. Unipolar transistors are common in moderate-speed low-noise
applications (JFETs) and are most prominent in digital circuitry (MOSFETs).

7.1.1 Bipolar Transistors

The bipolar transistor consists essentially of two back-to-back p–n junctions
with a thin common base (Fig. 7.1). As an example, a p–n–p transistor will
be considered – the n–p–n transistor properties can be obtained by suitable
changes of signs and carrier type. Under normal operating conditions the
emitter–base junction is forward-biased, while the base–collector junction is
reverse-biased. For this device to have good amplification properties, the fol-
lowing requirements have to be met:

• the doping concentration of the emitter has to be large with respect to the
base;

• the base must be very thin; and
• the doping concentration of the collector should be small.

The significance of these conditions will become clear when the very basic
model of the device is reviewed. Assuming, for simplicity, that we have an
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Fig. 7.1. Schematics of a bipolar transistor

abrupt change between the three homogeneously doped regions, we first look
at the situation when no external voltages are applied to the device (Fig. 7.2).
The same approximations – neglect of the very thin transition regions – that
were made beforehand in the case of the single junction (see Sect. 3.1) lead to
the charge density, electric field and energy band structure shown in the same
figure.

With the doping concentrations NA,E ≤ ND,B ≤ NA,C for emitter, base and
collector, respectively, the distance of the Fermi level to the closest band, either
Ev or Ec is smallest in the emitter region and farthest in the collector region,
while the distance to Ec in the base region lies in between. Without application

Fig. 7.2a–d. A p–n–p bipolar transistor in thermal equilibrium in the abrupt-change approxi-
mation: device structure and space-charge regions (a); net doping concentration (ND −NA)
and charge density (hatched) (b); electric field (c); and band structure (d) (After Sze 1985,
p. 112 Fig. 3)
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Fig. 7.3a–d. A p–n–p bipolar transistor in the active mode of operation: device structure
and space-charge region (a); net-doping concentration and charge density (b); electric field
(c); and energy band diagram (d). The direction and signs of currents and voltages chosen
correspond to all positive values in the active mode of operation (After Sze 1985, p. 113
Fig. 4)

of an external voltage, the diffusion current at any place in the device will be
balanced by the drift current individually for each type of carrier, and no net
current will be flowing anywhere.

The situation in the normal or “active” mode of operation is shown in
Fig. 7.3. Applying a forward bias to the emitter–base junction and a reverse
bias to the collector–base junction results in a shrinking of the emitter and
a widening of the collector space-charge regions. In the emitter–base junction
the diffusion current will dominate the drift current both for holes moving from
emitter to base and for electrons moving from base to emitter. Part of the holes
will recombine with electrons in the base, but for a very thin base most holes
will diffuse through the base and escape into the collector’s space-charge region
where the electric field drives them towards the collector.

In addition to this hole current, there will also be an electron current be-
tween collector and base, due to the diffusion of minority carrier electrons from
the collector into the space-charge region. This (saturation) electron current
will be largely independent of the operational condition of the device, as long
as the base–collector junction is strongly reverse-biased, in which case it will
not contribute to the amplification properties of the device.

Two basic parameters describe the performance of the transistor: the emit-
ter efficiency γ and the base transport factor αT. The emitter efficiency is
the ratio between emitter hole current JEp and total emitter current JE ≡
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JEp + JEn, and is given therefore by

γ =
JEp

JEp + JEn
=

JEp

JE
. (7.1.1)

The base transport factor is the ratio of hole current reaching the collector to
the hole current injected from the emitter, and is given by

αT =
JCp

JEp
. (7.1.2)

For a good transistor, both of these quantities are very close to unity, so that
the common base current gain (compare Fig. 7.4) α0, given by

α0 =
JCp

JE
= γαT , (7.1.3)

also approaches unity.
Here one sees the reason for the requirements stated at the beginning of

the section. The high emitter doping with respect to the base doping leads
to a small electron current in the forward-biased emitter–base junction and
consequently to γ close to unity. The thin base leads to a large base transport
factor αT and the low collector doping to a large width of the collector space-
charge region and consequently to a small collector–base capacitance and a high
breakdown voltage of the reversely biased collector–base junction.

The current–voltage characteristics can be obtained following the method
and approximations already used for the diode (see Sect. 3.1). There, we de-
termined the minority carrier concentration at the edges of the neutral regions
from the externally applied voltages25 and we calculated the minority carrier
current at the edges of the neutral region after solving the continuity equation.

Using (3.1.6), we find directly the minority charge carrier concentration at
the boundaries of emitter (nE), collector (nC) and two edges of base (pB1 and
pB2):

nE =nE0 e
qVEB
kT nC = nC0 e

qVCB
kT = nC0 e−

qVBC
kT (7.1.4)

pB1 = pB0 e
qVEB
kT pB2 = pB0 e

qVCB
kT = pB0 e−

qVBC
kT .

In these equations, nE0 , pB0 and nC0 are the minority carrier densities in the
neutral emitter, base and collector regions respectively. We can also take over
the electron current densities of emitter and collector from (3.1.7) and (3.1.13)
– with the signs changed corresponding to the current and voltage directions
indicated in Fig. 7.3. Thus:

JEn =
qnE0Dn

Ln,E

(
e

qVEB
kT − 1

)
(7.1.5)

JCn = −
qnC0

Dn

Ln,C

(
e

qVCB
kT − 1

)
=

qnC0
Dn

Ln,C

(
1 − e−

qVBC
kT

)

25Taking into account contact potentials between semiconductor and metal, the externally
applied voltage equals the difference of the Fermi levels in the neutral semiconductor regions
divided by the electron charge: qVEB = EF,B −EF,E ; qVCB = EF,B −EF,C.
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with Ln,E =
√
Dnτn,E and Ln,C =

√
Dnτn,C, the minority carrier diffusion

length in emitter and collector respectively. However, for the thin base we have
to solve again the continuity equation (3.1.9) now written for holes:

Dp
∂2pB

∂x2
−

pB − pB0

τpr
= 0

with τpr the recombination lifetime and PB0 the thermal equilibrium concen-
tration of holes in the base. The solution to this equation is

pB(x) = pB0 + C1e
x/Lp + C2e

−x/Lp with Lp =
√
Dpτpr ,

and with the new boundary conditions pB1 and pB2 at the edges of the neutral
base region x = 0 and x = W , we obtain the solution for the hole current
density and its gradient:

pB(x) = pB0

{
1 +

1

sinh W
Lp

×

[(
e

qVEB
kT − 1

)
sinh

W − x

Lp
+
(
e−

qVBC
kT − 1

)
sinh

x

Lp

]}

∂pB(x)

∂x
= pB0

1

Lp sinh W
Lp

×

[
−
(
e

qVEB
kT − 1

)
cosh

W − x

Lp
+
(
e−

qVBC
kT − 1

)
cosh

x

Lp

]
.

With (2.5.3) for the diffusion current density, we have

JBp = −qDp
∂pB

∂x

and we can establish the hole current densities at the edges of the base, of the
emitter and collector respectively, as:

JEp = qDp
pB0

Lp sinh W
Lp

[(
e

qVEB
kT − 1

)
cosh

W

Lp
+
(
1 − e−

qVBC
kT

)]
(7.1.6)

JCp = qDp
pB0

Lp sinh W
Lp

[(
e

qVEB
kT − 1

)
+
(
1 − e−

qVBC
kT

)
cosh

W

Lp

]
.

Their difference then becomes

JEp − JCp = qDp
pB0

Lp sinh W
Lp

(
cosh

W

Lp
− 1

)(
e

qVEB
kT + e−

qVBC
kT − 2

)
.

With (7.1.5) and (7.1.6) we have expressed all current densities by the
voltages applied to the emitter–base and collector–base junctions with the sign
convention indicated in Fig. 7.3, which corresponds to all positive signs in the
active operational condition.
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For small base width (W/Lp 
 1) the equations simplify to

JEp ≈ JCp ≈
qDppB0

W

[
e

qVEB
kT − e−

qVBC
kT

]
(7.1.7)

JEp − JCp ≈
qDppB0W

2L2
p

[
e

qVEB
kT + e−

qVBC
kT − 2

]
,

the electron current densities (equations (7.1.5)) not being affected.
For high reverse bias of the collector junction, all the current densities be-

come independent of VBC. Assuming in addition that the emitter junction is
strongly forward-biased (qVEB 	 kT ), we can obtain simple estimates for the
quality parameters, namely the emitter efficiency γ and the base transfer fac-
tor αT:

γ =
JEp

JEp + JEn
≈

(
1 +

Dn

Dp

nE0

pB0

W

Ln,E

)−1

≈ 1 −
Dn

Dp

NDB

NAE

W

Ln,E
(7.1.8)

αT =
JCp

JEp
= 1 −

JEp − JCp

JEp
≈ 1 −

W 2

2L2
p,B

.

The deviation of the common base current gain

α0 = γαT ≈ 1 −
W 2

2L2
p,B

−
Dn

Dp

NDB

NAE

W

Ln,E
(7.1.9)

from unity, namely 1 − α0, thus rises with the square of the ratio of the base
width to the diffusion length for γ very close to 1.

Transistors are most frequently used in the common emitter configuration
(Fig. 7.4). In this case the most relevant transistor parameters are the collector–
base current gain, given by

∆IC
∆IB

=
∆IC

∆IE − ∆IC
=

α0

1 − α0
(7.1.10)

a1) a2)

b1) b2)

Fig. 7.4a,b. A p–n–p (a) and n–p–n
(b) bipolar transistor: in common
base (a1, b1) and common emitter
operation (a2, b2)
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and the transconductance gm = ∆IC
∆VEB

. The transconductance is obtained by
multiplying the collector hole current density (equation (7.1.7)) with the cross-
sectional area A and taking the derivative with respect to VEB. Notice that the
electron current in the collector is constant in our approximation. With the
above assumptions, we obtain the important expression for the transconduc-
tance of a bipolar transistor

gm ≈ A
qDppB0

W

q

kT
e

qVEB
kT ≈

q

kT
ICp . (7.1.11)

The transconductance is thus given in good approximation by the ratio of
transistor current and thermal voltage (kT

q
= 25mV for silicon at room tem-

perature). Note that the transconductance of the bipolar transistor equals the
conductance of a forward-biased simple diode carrying the same bias current I.
This is seen from (3.1.7) when taking the derivative with respect to V , the
externally applied voltage.

Fig. 7.5. A p–n–p transistor with the substrate acting as collector. (After Sze 1985, p. 110
Fig. 2)

A real device will deviate quite strongly from the idealistic picture presented
so far. A very simple example is shown in Fig. 7.5 where the p substrate acts as
collector. An n-type region acting as base is formed by diffusion or implantation.
Within this region a shallow highly doped p-type region forms the emitter.
Clearly, with such a production method the idealistic assumption of uniform
doping is not fulfilled. This inaccuracy, and many other effects, which are even
partially beneficial, may change the detail but will retain the basic features of
the model.

Important effects that have to be considered in real devices include: break-
down (multiplication processes) when applying large collector–emitter voltages;
series resistances in the emitter, base and collector regions, leading to a degra-
dation of transistor parameters; and – in the case of high-frequency or low-noise
applications – parasitic capacitances.
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7.1.2 Junction Field Effect Transistors

Although the junction field effect transistor (JFET) is based on p–n junctions,
only one type of charge carrier – the majority carrier – participates in the
conduction process. Therefore it is called a unipolar device.

Fig. 7.6a–c. Principle of an n-channel Junction Field Effect transistor; operating at small
drain-source voltage (a); channel region with potential drop along the channel (b); and device
symbol (c)

The basic principle of the device is shown in Fig. 7.6. The highly doped
source and drain regions are connected by a narrow channel made from the
same conduction-type of material, with boundaries formed by two reversely
biased p–n junctions. In normal operating conditions the drain of the n-channel
device is positively biased with respect to the source, so as to cause an electron
flow from source to drain, and the gate is negatively biased. The depth of
the depletion layer – and therefore the channel depth – can be controlled by
the gate voltage: for small drain voltage the depth of the depletion layer will
be almost constant over the whole length of the channel and the device will
therefore act like a resistor for which the resistance value can be adjusted by
the gate voltage.

If the drain voltage is increased, however, the potential – and therefore also
the depletion layer depth – will vary as a function of the channel position such
that the channel depth decreases with the distance from the source. This will
result in a nonlinearity in the current–voltage characteristics. If, with further
increase of the drain voltage, the channel depth at the drain-side boundary
reaches zero, the device is said to “operate in saturation”, which means that
the current is only weakly dependent on the drain voltage.
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Current–Voltage Characteristics
We will now derive a simplistic model for the idealized device shown in Fig. 7.6,
assuming very asymmetrically doped gate junctions (NA 	 ND) so that the
space-charge region extends only into the channel but not into the highly doped
gate. For simplicity we will refer all externally applied voltages with respect to
the source contact. As nominal zero of the potential we define the undepleted
region of the (homogeneously doped) channel at the source end.

The potential Ψc in the channel varies continuously from the source (Ψc = 0)
to the drain end (Ψc = VD). At an arbitrary point y in the channel, the depletion
depth is given by (3.1.5) as

h(y) =

√
2εε0
qND

(Ψc(y) − VG + Vbi) . (7.1.12)

The saturation or pinch-off condition is reached when the depth of the channel
dc, and therefore also the channel surface charge density Qc ≡ qNAdc

dc =2(a− h) = 2
[
a−

√
2εε0
qND

(Ψc(y) − VG + Vbi)
]

(7.1.13)

reach zero at the drain end. The pinch-off voltage Vp is defined as the total
voltage VD − VG + Vbi under this condition:

Vp =VD,sat − VG + Vbi =
qND

2εε0
a2 . (7.1.14)

The surface charge density in the partially depleted channel is given by
Qc = −qNDdc and for a transistor width W one obtains a current

ID =QcνW = WQcµn
dΨc

dy
= WqNDdcµn

dΨc

dy
(7.1.15)

=WqNDµn2

√
2εε0
qND

(√
Vp −
√
Ψc − VG + Vbi

) dΨc

dy
.

Integrating (7.1.15) between source and drain end of the channel and dividing
by the channel length L, we obtain

1

L

∫ L

y=0

ID dy = ID =
W

L
µn

∫ VD

Ψc=0

Qc(Ψc) dΨc (7.1.16)

=
W

L
qNDµn2

√
2εε0
qND

∫ VD

Ψc=0

(√
Vp −
√
Ψc − VG + Vbi

)
dΨc .

From the foregoing we obtain

ID =Ip

{
VD

Vp
−

2

3

(
VD − VG + Vbi

Vp

) 3
2

+
2

3

(
−VG + Vbi

Vp

) 3
2
}

, (7.1.17)
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with

Ip =
W

L
µn2
√

2εε0qNDV 3
p =

W

L
µn

q2N2
Da

3

εε0

and the pinch-off voltage Vp as given in (7.1.14).
The saturation voltage and current are obtained from (7.1.14) and (7.1.17)

as

VD,sat = Vp + VG − Vbi =
qND

2εε0
a2 + VG − Vbi (7.1.18)

ID,sat = Ip

[
1

3
+

−VG + Vbi

Vp
+

2

3

(
−VG + Vbi

Vp

)3/2]
. (7.1.19)

Important parameters characterizing the transistor are the channel con-
ductance g, the transconductance gm and the gate-to-channel capacitance CG.
In the threshold region (VD < VD,sat) one obtains by simple differentiation of
(7.1.16) or (7.1.17):

g =
∂ID
∂VD

=
W

L
µnQc(VD) =

Ip
Vp

[
1 −

√
VD − VG + Vbi

Vp

]
(7.1.20)

gm =
∂ID
∂VG

=
Ip
Vp

[√
VD − VG + Vbi

Vp
−

√
−VG + Vbi

Vp

]
. (7.1.21)

In the saturation region the transconductance becomes

gm,sat =
∂ID,sat

∂VG
=

Ip
Vp

[
1 −

√
−VG + Vbi

Vp

]
. (7.1.22)

Notice that the channel conductance at threshold (VDS = 0) equals the trans-
conductance in the saturation region. Furthermore, the current–voltage charac-
teristics depend only on the ratio of the geometrical parameters W

L
but not on

W or L separately. The conductance in the saturation region in our simplistic
model is exactly zero, one of the most serious shortcomings of the model. In
more refined models the shortening of the channel length with increasing VD

is taken into account. We then find an increase of g with a shortening of the
channel length (keeping W

L
constant).

For a precise calculation of the gate capacitance, the position dependence
of the depletion depth h(y) should be known. As a first approximation we may
assume a linear dependence and obtain

2

CG
=

1

εsε0

〈h(y)〉

WL
, (7.1.23)
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which below and above saturation yields, via (7.1.12):

CG = WL
√

2εsε0qND
2

√
−VG + Vbi +

√
VD − VG + Vbi

(7.1.24)

CG,sat = WL
√

2εsε0qND
2

√
−VG + Vbi + a

. (7.1.25)

Example 7.1
Problem: The idealized JFET considered for the derivation of the transistor
characteristics was perfectly symmetrical with front- and back-gate kept at the
same potential. Real devices are not symmetrical and often front- and back-
gate can be supplied separately. Redo the derivation of the current–voltage
characteristics for the device shown in Fig. 7.7 in which the back-gate is the
low-doped p− substrate (doping density NA).

Fig. 7.7. Junction Field Effect transistor with substrate backgate

The highly doped n+ source and drain regions are connected by the mod-
erately n-doped channel (doping density ND). The channel is confined by the
shallow highly p+-doped top gate and by the lowly doped n substrate.
Solution: For simplicity we will again assume abrupt changes between homo-
geneously doped semiconductor regions. In addition we use the graded channel
approximation. This means that the changes in the direction parallel to the
surface (y) are so small that we can use one-dimensional equations to relate
charge density, electric field and potential:

Ex = −
∂V

∂x
ρ = εε0

∂Ex
∂x

.

The depletion width of the channel of the very asymmetric junction on the
topside is given by (7.1.13), on the basis of (3.1.5), as

ht =

√
2εε0
qND

(Ψc − VG + Vbi,t) , (7.1.26)
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while for the bottom side we will assume the more general situation that extends
into the channel as well as into the substrate. Then one has

hb =

√
2εε0
q

NA

ND(NA + ND)
(Ψc − Vsub + Vbi,b) (7.1.27)

hs =

√
2εε0
q

ND

NA(NA + ND)
(Ψc − Vsub + Vbi,b) ,

where VG and Vsub are the externally applied gate and substrate voltages and
Ψc(y) is the potential in the channel at position y. The built-in voltages of the
channel-to-top-gate diode vbi,t and channel-to-substrate diode vbi,b regions can
be calculated from (3.1.1). The channel depth is then derived as

d(y) = a− ht − hb (7.1.28)

and the surface charge density in the channel as

σ(y) = −qNDd(y) .

The pinch-off condition is again obtained from the requirement that the
channel depth at the drain end of the channel (y = L) reaches zero:

d(L) = a−

√
2εε0
qND

(VD,sat − VG + Vbi,t)

−

√
2εε0
q

NA

ND(NA + ND)
(VD,sat − Vsub + Vbi,b) = 0 . (7.1.29)

It is left to the reader to solve this quadratic equation for the saturation volt-
age VD,sat, needed for calculation of the transistor properties in the saturation
region.

With the drift velocity v = µn
∂Ψc(y)

∂y
, the current of a transistor with channel

width W becomes

ID = −Wσv = WqNDd(Ψc(y))µn
∂Ψc(y)

∂y
. (7.1.30)

Integrating this equation between source and drain end of the channel, we
obtain (again with Ψc(0) = 0 by definition) and using (7.1.26) and (7.1.27):

∫ L

y=0

ID dy = IDL = WqNDµn

∫ VD

0

[
a− ht(Ψc) − hb(Ψc)

]
dΨc

=WqNDµn

∫ VD

Ψc=0

{
a−

√
2εε0
qND

[
(
√
Ψc − VG + Vbi,t

+

√
NA

NA + ND

√
Ψc − Vsub + Vbi,b

]}
dΨc .
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Thus we have that

ID =
WqND

L
aµn

×

{
VD −

√
2εε0
qND

[
(VD − VG + Vbi,t)

3/2 − (−VG + Vbi,t)
3/2 (7.1.31)

+

√
NA

NA + ND

[
(VD − Vsub + Vbi,b)3/2 − (−Vsub + Vbi,b)3/2

]]}
.

Remember that for an n-channel JFET in normal operating conditions VD > 0,
VG < 0 and Vsub < 0. Transistor properties in the saturation region (VD,sat,
ID,sat, gm,sat) may be obtained from the condition of zero channel depth at
the drain end (see (7.1.29)), in similar fashion to the symmetrical example
considered previously.

7.1.3 Metal–Oxide–Semiconductor Field Effect Transistors

MOS transistors would more appropriately be called Conductor–Insulator–
Semiconductor transistors since even in the silicon technology where this name
originates the metal gate has been replaced by polysilicon in most cases, and
sometimes insulating materials other than SiO2 are used. It is the most impor-
tant device for large-scale integrated circuits such as microprocessors and mem-
ories, and more recently it has also been used for high-density detector readout
electronics. The electrical characteristics of a Metal–Oxide–Semiconductor field
effect transistor (MOSFET) are similar to those of the JFET.

Fig. 7.8a,b. An n-channel MOSFET: Cross-section (a) and device symbol (b). The separa-
tion of the space-charge region from the channel immediately below the gate and from the
undepleted bulk is indicated by the dashed lines
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An n-channel MOSFET device (Fig. 7.8) consists of two very asymmetric-
ally doped n+–p junctions joined by a MOS structure. At negative or zero gate
voltage – using the convention that externally applied voltages are taken with
respect to the source contact – source and drain are insulated from each other.
At sufficiently positive gate voltage, an inversion layer will form below the gate
at the semiconductor–insulator interface. Therefore drain and source will be
connected by a conductive layer. Its conductivity can be controlled by the gate
voltage and – to a lesser extent – by the substrate voltage.

The derivation of the current–voltage characteristics is similar to (and
slightly simpler than) that for the JFET. Again, we use the graded channel
approximation, which allows us to use the one-dimensional relationships be-
tween charge density, electric field and potential.

The MOS structure has already been cosidered in Sect. 3.3. There, the
thermal equilibrium condition has been studied and the potential at the
semiconductor–oxide interface has been determined from the semiconductor
substrate potential and the voltage applied between metal and substrate con-
tact only. When the applied voltage exceeded a certain value, the depletion
depth did not increase further, because an inversion layer was formed by
electron–hole pairs created thermally in the depletion layer. These restrict-
ing properties do not apply in the case of the MOSFET, where the inversion
layer is connected to source and drain and its voltage therefore can be con-
trolled by these electrodes. Electrons created in the space-charge region below
the channel are therefore collected in the channel and transported to the drain
of the transistor.

Current–Voltage Characteristics of an n-Channel MOSFET
Figure 7.9 shows the channel region of an n-channel MOSFET and indicates the
symbols used in the following derivation. As was done already in Sect. 3.3, we
again introduce the flat-band voltage VFB, namely the voltage applied between
gate and substrate contact of a MOS structure at which the electric field at the
boundary of the semiconductor is zero.

Since it is somewhat difficult to keep track of the contact potentials involved
in the device, we will first consider the situation in which source, drain and
substrate contacts of the n-channel MOSFET are connected and the gate is
held at the flat-band voltage VG = VFB with respect to this common contact.
As has been shown in Sect. 3.3, the potential within the semiconductor bulk
is constant and the electric field is zero up to the oxide boundary under this
condition. We define the semiconductor bulk potential in this condition as
nominally zero.

If the gate voltage is increased sufficiently, an inversion layer forms just
below the oxide–semiconductor interface. This inversion layer – the “channel”
– will form an electrical connection between source and drain. At the onset of
strong inversion, its potential will be

Ψs =2ΨB , (7.1.32)



7.1 Operating Principles of Transistors 167

Fig. 7.9. Channel region of an n-channel enhancement-type MOSFET. By use of the graded
channel approximation, a small element of the channel with length dy is considered in an
approximate one-dimensional fashion. Eox and Es are the electrical field strengths in the
oxide and the silicon, Ψs is the potential at the Si−SiO2 interface and Qc is the surface
charge density of the channel region (integrated over the depth of the channel)

qΨB being the distance of the intrinsic level Ei from the Fermi level EF of
the substrate, which depends on the doping concentration according to (3.3.1).
The potential of the inversion layer will remain almost constant with further
increase of the gate voltage and also with a change of the substrate potential in
the negative direction; this is because its potential remains fixed by the source
(and drain) to which it is electrically connected.

In order to relate the voltage drop along the channel with the channel
current, we now calculate the channel’s surface-charge density Qc as a function
of the surface potential Ψs, and the externally applied voltages (with respect
to the source contact) of gate VG and substrate Vsub. The depth of the space-
charge region below the channel may be calculated from the potential difference
between channel Ψs and substrate Vsub according to

Ψs − Vsub =
qNA

εε0

d2
s

2

ds =

√
2εε0
qNA

(Ψs − Vsub) . (7.1.33)

The electric field just below the channel is given as

Es =
qNA

εε0
ds =

√
2qNA

εε0
(Ψs − Vsub) , (7.1.34)

while above the interface the change in the electric field from the flat-band
condition is given by

Eox = (VG − VFB − Ψs)/dox . (7.1.35)

The channel’s surface-charge density may thus be found as

Qc = − εoxε0Eox + εε0Es

= −
[
Cox(VG − VFB − Ψs) −

√
2qNAεε0(Ψs − Vsub)

]
, (7.1.36)
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with Cox =
εoxε0
dox

,

the oxide capacitance per unit area.
As the channel potential Ψs equals 2ΨB (at least close to the source for

VD �= 0), the gate voltage at which the channel starts to form, the threshold
voltage VT, is obtained from (7.1.36) with Qc = 0 and Ψs = 2ΨB. We thus
obtain

VT = VFB + 2ΨB +
1

Cox

√
2εε0qNA(2ΨB − Vsub) . (7.1.37)

Putting now a (small) positive voltage VD between drain and source con-
tacts, the channel potential will vary between 2ΨB and VD + 2ΨB from the
source (y = 0) to the drain (y = L) end of the channel respectively, so that we
can parameterize the channel potential as

Ψs(y) = Vc(y) + 2ΨB

with Vc(0) = 0, Vc(L) = VD.
In the graded channel approximation, (7.1.36) is assumed to hold for any

position in the channel, and we may write down the drain current ID of a tran-
sistor of width W as

ID = − ν(y)Qc(y)W = µnEy(y)Qc(y)W = −WµnQc(y)
∂Vc

∂y

=Wµn
dVc(y)

dy

[
Cox(VG − VFB − Vc(y) − 2ΨB)

−
√

2εε0qNA(Vc(y) + 2ΨB − Vsub)

]
, (7.1.38)

ν being the drift velocity given in (2.5.1).
Integrating (7.1.38) between source and drain ends of the channel and di-

viding by the channel length L leads to

ID =
1

L

∫ L

y=0

ID dy = −
W

L
µn

∫ VD

Vc=0

Qc(Vc) dVc (7.1.39)

=
W

L
µnCox

∫ VD

Vc=0

{
VG − VFB − 2ΨB − Vc

−

√
2εε0qNA

Cox
(Vc + 2ΨB − Vsub)

1
2

}
dVc

=
W

L
µnCox

{(
VG − VFB − 2ΨB −

VD

2

)
VD

−
2

3

√
2εε0qNA

Cox

[(
VD + 2ΨB − Vsub

) 3
2

− (2ΨB − Vsub)
3
2

]}
. (7.1.40)

Considering the dependence of the drain current ID at fixed gate (VG)
and substrate voltage (Vsub) on the drain voltage, it is clear that the current
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increases linearly at first and then reaches a maximum (it saturates) when the
surface charge density at the drain end of the channel reaches zero. We again
use (7.1.36) to obtain the saturation voltage VD,sat by setting Ψs = VD + 2ΨB

and Qc = 0 and obtain after solving a quadratic equation

VD,sat =VG − VFB − 2ΨB +
1

C2
ox

εε0qNA

×

[
1 −

√
1 + 2

C2
ox

εε0qNA
(VG − VFB − Vsub)

]
. (7.1.41)

The sign of the square root has been chosen from the requirement that an
increase in the substrate voltage Vsub leads to a rise of saturation voltage VD,sat.
Inserting (7.1.41) into (7.1.40), we obtain the saturation current, which in our
simple model is assumed to stay constant for VD ≥ VD,sat. It is given by

ID,sat =
W

L
µnCox

{(
VG − VFB − 2ΨB −

VD,sat

2

)
VD,sat (7.1.42)

−
2

3

√
2εε0qNA

Cox

[
(VD,sat + 2ΨB − Vsub)

3
2 − (2ΨB − Vsub)

3
2

]}
.

We now derive the important transistor parameters, transconductance gm ≡
∂ID/∂VG and output conductance g ≡ ∂ID/∂VD, as well as the parameter
describing the influence of the substrate on the current gsub ≡ ∂ID/∂Vsub.

For the threshold region VD < VD,sat one finds from (7.1.39) or (7.1.40) that

g =
∂ID
∂VD

= −
W

L
µnQc(VD) =

W

L
µnCox

{
VG − VFB − VD − 2ΨB

−

√
2εε0qNA

Cox

√
VD − Vsub + 2ΨB

}
(7.1.43)

gm =
∂ID
∂VG

=
W

L
µnCoxVD (7.1.44)

gsub =
∂ID
∂Vsub

=
W

L
µn

√
2εε0qNA

[√
VD − Vsub + 2ΨB

−
√
−Vsub + 2ΨB

]
. (7.1.45)

For the saturation region (VD > VD,sat) we cannot calculate the output con-
ductance as it is zero in our simple model – slightly more sophisticated models
introduce a shortening of the channel length, resulting in a better description of
the saturation region. The transconductance can, however, be calculated from
(7.1.42) and (7.1.41) respectively with (7.1.39):

gm,sat =
∂ID,sat

∂VG
= −

W

L
µn

[
Qc(VD,sat)

∂VD,sat

∂VG
+

∫ VD,sat

Vc=0

∂Qc

∂VG
dVc

]

=
W

L
µnCoxVD,sat . (7.1.46)
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Here we have made use of the fact that the surface charge density at the drain
end of the channel in saturation is zero and the derivative of Qc with respect
to the gate voltage VG is −Cox.

Similarly, we find the steering of the drain current ID by the substrate
voltage Vsub given by

gsub,sat =
∂ID,sat

∂Vsub
= −

W

L
µn

[
Qc(VD,sat)

∂VD,sat

∂Vsub
+

∫ VD,sat

Vc=0

∂Qc

∂Vsub
dVc

]

=
W

L
µnCox

√
2εε0qNA

Cox

[√
VD,sat − Vsub + 2ΨB

−
√
−Vsub + 2ΨB

]
. (7.1.47)

Output conductance at VD = 0 and transconductance in the saturation
region are related, as can be derived from (7.1.43), (7.1.46) and (7.1.47):

gm,sat+gsub,sat = −
W

L
µn

∫ VD,sat

Vc=0

[
∂Qc

∂VG
+

∂Qc

∂Vsub

]
dVc

=
W

L
µn

∫ VD,sat

Vc=0

∂Qc

∂Vc
dVc = −

W

L
µnQc(0) = g(VD = 0) . (7.1.48)

Replacing ∂Qc

∂VG
+ ∂Qc

∂Vsub
by −∂Qc

∂Vc
is either verified explicitly or inferred by the

fact that a small change in the channel potential has the same effect on the
channel surface charge as an opposite change of gate and substrate potential
simultaneously.

Current–Voltage Characteristics of a p-channel MOSFET
The p-channel transistor characteristics can be calculated in complete analogy
to the n-channel set, with appropriate sign changes. A hole inversion layer has
to be formed on the n-type bulk of doping concentration ND. Therefore the
channel potential at the onset of strong inversion is negative:

Ψs = − 2ΨB , (7.1.49)

qΨB being the absolute distance of the intrinsic level Ei from the Fermi level
EF of the substrate, which depends on the doping concentration according to
(3.3.1).

Before proceeding, we need to make some remarks on sign convention. We
take ID as positive when it flows into the drain. The drain current of a p-channel
device in its normal operation mode will therefore be negative: it will increase in
magnitude with gate voltage or substrate voltage being changed in the negative
direction. The substrate will be at source potential or biased positively with
respect to it, which, compared to n-channel devices, reflects in sign changes
under square roots connected with substrate biasing. In the following, the for-
mulas derived for the n-channel device will be rewritten for the p-channel case,
as follows:
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Vsub − Ψs =
qND

εε0

d2
s

2
(7.1.50)

ds =

√
2εε0
qND

(Vsub − Ψs) (7.1.51)

Es = −
qND

εε0
ds = −

√
2qND

εε0
(Vsub − Ψs) (7.1.52)

Eox = (VG − VFB − Ψs)/dox . (7.1.53)

The channel surface charge density thus may be found as

Qc = − εoxε0Eox + εε0Es

= −
[
Cox(VG − VFB − Ψs) +

√
2qNDεε0(Vsub − Ψs)

]
, (7.1.54)

leading to the threshold gate voltage with Qc = 0 and ψs = −2ψB:

VT = VFB − 2ΨB −
1

Cox

√
2εε0qND(Vsub + 2ΨB) . (7.1.55)

Parameterizing the channel potential as

Ψs(y) = Vc(y) − 2ΨB

with Vc(0) = 0, Vc(L) = VD, the drain current of a transistor of width W
becomes

ID = − ν(y)Qc(y)W = −µpEy(y)Qc(y)W = WµpQc(y)
∂Vc

∂y

= −Wµp
dVc(y)

dy

[
Cox(VG − VFB − Vc(y) + 2ΨB)

+
√

2εε0qND(Vsub − Vc(y) + 2ΨB)

]
. (7.1.56)

Integrating (7.1.56) between source and drain ends of the channel and di-
viding by the channel length L leads to

ID =
1

L

∫ L

y=0

ID dy =
W

L
µp

∫ VD

Vc=0

Qc(Vc) dVc (7.1.57)

= −
W

L
µpCox

∫ VD

Vc=0

{
VG − VFB + 2ΨB − Vc

+

√
2εε0qND

Cox
(Vsub − Vc + 2ΨB)

1
2

}
dVc

= −
W

L
µpCox

{(
VG − VFB + 2ΨB −

VD

2

)
VD

−
2

3

√
2εε0qND

Cox

[
(Vsub − VD + 2ΨB)

3
2 − (Vsub + 2ΨB)

3
2

]}
. (7.1.58)
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We can then use (7.1.54) to obtain the saturation voltage VD,sat by setting
Ψs = VD − 2ΨB and Qc = 0, and after solving a quadratic equation we obtain

VD,sat =VG − VFB + 2ΨB

+
1

C2
ox

εε0qND

[
1 +

√
1 + 2

C2
ox

εε0qND
(Vsub − VG + VFB)

]
, (7.1.59)

with which the saturation current becomes

ID,sat = −
W

L
µpCox

{(
VG − VFB + 2ΨB −

VD,sat

2

)
VD,sat (7.1.60)

−
2

3

√
2εε0qND

Cox

[
(Vsub − VD,sat + 2ΨB)

3
2 − (Vsub + 2ΨB)

3
2

]}
.

For the threshold region VD > VD,sat, we find from (7.1.56) that

g ≡
∂ID
∂VD

=
W

L
µpQc(VD) = −

W

L
µpCox

{
VG − VFB − VD + 2ΨB

+

√
2εε0qNA

Cox

√
Vsub − VD + 2ΨB

}
(7.1.61)

gm ≡
∂ID
∂VG

= −
W

L
µpCoxVD (7.1.62)

gsub ≡
∂ID
∂Vsub

=
W

L
µp

√
2εε0qND

[√
Vsub − VD + 2ΨB −

√
Vsub + 2ΨB

]
. (7.1.63)

The transconductance in the saturation region is calculated from (7.1.60)
and (7.1.59), respectively from (7.1.57) with Qc(VD,sat) = 0 and ∂Qc

∂VG
= −Cox,

to give

gm,sat =
∂ID,sat

∂VG
=

W

L
µp

[
Qc(VD,sat)

∂VD,sat

∂VG
+

∫ VD,sat

Vc=0

∂Qc

∂VG
dVc

]

= −
W

L
µpCoxVD,sat (7.1.64)

gsub,sat =
∂ID,sat

∂Vsub
=

W

L
µp

[
Qc(VD,sat)

∂VD,sat

∂Vsub
+

∫ VD,sat

Vc=0

∂Qc

∂Vsub
dVc

]
(7.1.65)

=
W

L
µpCox

√
2εε0qNA

Cox

[√
Vsub − VD,sat + 2ΨB −

√
Vsub + 2ΨB

]
.
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Again, one finds the relation between output conductance at VD = 0 and
transconductance in the saturation region from (7.1.61), (7.1.64) and (7.1.65),
yielding

gm,sat+ gsub,sat =
W

L
µp

∫ VD,sat

Vc=0

[
∂Qc

∂VG
+

∂Qc

∂Vsub

]
dVc

= −
W

L
µp

∫ VD,sat

Vc=0

∂Qc

∂Vc
dVc =

W

L
µpQc(0) = g(VD = 0) . (7.1.66)

Simplification of MOSFET Current–Voltage Characteristics
For practical MOSFET transistors, steering from the bulk is much less strong
than from the gate. Furthermore the bulk voltage is usually held constant (with
respect to source or drain), so that the bulk effect can in good approximation
be taken into account in the threshold voltage and the more subtle variation
of depletion depth along the channel can be ignored.

We then have for n-channel MOSFET s, via (7.1.40) and (7.1.37)

ID =
W

L
µnCox

{(
VG,eff −

VD

2

)
VD

}
, (7.1.67)

VG,eff =VG − VT

=VG −

[
VFB + 2ΨB +

1

Cox

√
2εε0qNA(2ΨB − Vsub)

]
. (7.1.68)

The saturation voltage follows from the condition

∂ID
∂VD

= 0 ,

leading to

VD,sat =VG,eff (7.1.69)

ID,sat = ID(VD,sat) =
W

L
µnCox

VD,sat
2

2
(7.1.70)

gm,sat =
∂ID,sat

∂VG,eff
=

W

L
µnCoxVD,sat =

√
2
W

L
µnCoxID,sat . (7.1.71)

For p-channel MOSFET s, we find similarly from (7.1.58) and (7.1.55):

ID = −
W

L
µpCox

{(
VG,eff −

VD

2

)
VD

}
, (7.1.72)

VG,eff =VG − VT

=VG −

[
VFB − 2ΨB −

1

Cox

√
2εε0qNA(Vsub + 2ΨB)

]
. (7.1.73)
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In this case the saturation voltage once more follows from the condition

∂ID
∂VD

= 0 ,

leading to

VD,sat =VG,eff (7.1.74)

ID,sat = ID(VD,sat) = −
W

L
µpCox

VD,sat
2

2
(7.1.75)

gm,sat =
∂ID,sat

∂VG,eff
= −

W

L
µpCoxVD,sat =

√
2
W

L
µpCox(−ID,sat) . (7.1.76)

Example 7.2
Problem: Changing suddenly the gate voltage of a unipolar (e.g. MOS) tran-
sistor does not change abruptly the drain current. This is due to gate-channel
capacitances that have to be charged up or, in other words, the channel charge
density has to be changed by having a transition period with unequal drain and
source currents. Estimate the time it takes to change from one stationary state
to another for the transistor, operating in the saturation region, after a sudden
change of the gate voltage, keeping source and drain at fixed potential during
the transition.
Solution: As a measure for the transition time, the ratio between the change in
total channel charge and the change in current between the two steady states
will be taken. The simplified relationship for an n-channel MOS transistor,
ignoring bulk defects, will be taken. We also will express the saturation current
ID,sat in terms of the channel’s surface-charge density at the source end, Qc(0):

VD,sat =
Qc(0)

Cox

ID,sat =
W

L
µnCox

V 2
D,sat

2
=

W

L
µn

Q2
c(0)

Cox
.

The total charge in the channel is

Qt = W

∫ L

0

Qc(y) dy =
2

3
WLQc(0)

with the factor 2/3 being due to the linear relationship between channel surface
charge density and channel potential and the requirement of Qc(L) = 0.

Taking the ratio

τ =
∂Qt/∂Qc(0)

∂ID,sat/∂Qc(0)
=

1

3

Cox

µn

L2

Qc(0)
=

1

3

√
CoxWL3

µn ID,sat
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and some reasonable values l = 5µm, W = 20µm, dox = 40nm and ID,sat =
10µA, we have:

Cox =
εε0
dox

=
3.84 · 8.854 × 10−14 F/cm

40 × 10−7 cm
= 8.5 × 10−8 F/cm2

τ =
1

3

√
8.5 × 10−8 F/cm2 · 20 · 53 × 10−16 cm4

1450 cm2/Vs · 10−5 A
= 1.2 · 10−9 s .

It is also instructive to express the transition time in terms of the transconduc-
tance instead of the current. We obtain with (7.1.71)

τ =

√
2

3

CoxWL

gm,sat
.

Note that CG = CoxWL is the total gate-channel capacitance.

7.1.4 Threshold Behavior of Unipolar Transistors

The enhancement type of MOSFET transistor’s characteristics so far have been
developed for the condition of strong inversion. For JFETs and depletion-type
MOSFETs, the condition of equality between majority carrier concentration
and doping density in the undepleted region of the channel has been assumed
and the abrupt change approximation of the majority carrier density from the
neutral region to zero in the space-charge region has been used. As a result
of these assumptions, the current is zero below the gate threshold voltage and
starts to rise linearly above the threshold.

Clearly these assumptions are not valid close to threshold. In MOS transis-
tors a weak inversion layer forms already when the gate voltage is kept below
the threshold value and the JFET channel is still conducting, when the ma-
jority carrier density drops below the channel doping density. Operation in
these conditions is common in detector front-end electronics, when low noise is
required under the constraint of limited power consumption.

Predicting quantitatively the transistor characteristics close to and below
the threshold is rather difficult and requires numerical simulation. We can, how-
ever, consider the situation in which the carrier density in the channel is so low
that its influence on the potential can be neglected. In such a case the potential
along the channel direction will be uniform and carrier transport in the chan-
nel will be by diffusion only. Making the somewhat arbitrary assumption that
the channel can be treated as a tube with cross-sectional area A, with carrier
density depending on the longitudinal coordinate y only, we have reduced the
problem to a one-dimensional case (Fig. 7.10). The current is determined by
the carrier densities at the channel ends:

ID = −qADp
∂p

∂y
= −qADp

p(0) − p(L)

L
. (7.1.77)
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Fig. 7.10. Potential in the subthreshold region of a p-channel unipolar transistor

Similarly to previous treatments, such as in case of the diode, the carrier
densities at the channel ends are assumed to be exponentially dependent on
the voltage difference between source and channel, or drain and channel respec-
tively:

p(0) = p0 exp

(
−
ψc − ψS

VT

)
(7.1.78)

p(L) = p0 exp

(
−
ψc − ψD

VT

)
= p(0)e

VD
VT

with p0 as the carrier density, ψS and ψD being the potentials in the neutral
source and drain regions respectively, and VT = kT

q
the thermal voltage. With

VD = ψD − ψS, (7.1.77) can be rewritten as

ID = −qADpp(0)
1 − e

VD
VT

L
= const. e

− ψc
VT

1 − e
VD
VT

L
. (7.1.79)

Here we have included everything within the constant except the quantities
depending on the applied voltages, such as VD and ψc. This is reasonable, as
we will not make an attempt to determine the effective channel cross-section
A but will rather look at the dependence of the transconductance gm = ∂ID

∂VG

as a function of the transistor current. In our approximation, the channel po-
tential differs from the gate potential by a constant amount. This is true for
a JFET with front and back gate connected, and it is a good approximation
for MOSFETs.

Taking the derivative of (7.1.79) with respect to the channel potential, we
find:

gm =
∂ID
∂VG

≈
∂ID
∂ψc

=
|ID|

VT
. (7.1.80)

The transconductance is given by the ratio of drain current to thermal voltage.
The same relationship was found for bipolar transistors in normal operational
mode.
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Finding the same optimum relation between transconductance and tran-
sistor current as for bipolar devices, one may be wondering about possible
differences. They are found in device speed. Changing the gate voltage sud-
denly will not lead to an instantaneous change of drain current; it will take
some time until a new equilibrium in the charge carrier density in the channel
is reached. One can investigate the transition between the two stationary states
by solving the time-dependent diffusion equation for the carrier density in the
channel.

It is much simpler, however, to get an estimate for the transition time by
considering the two steady states and taking the ratio between change in total
channel charge and change in current, as was done in Example 7.2. Assuming
that the transistor is operated in the saturation region, the charge density at
the drain end of the channel is zero, and then the total charge in the channel
is

QT =
1

2
qALp(0) (7.1.81)

because of the linear relationship between charge density and position, while
the current according to (7.1.79) is given by

ID = −qADpp(0)
1

L
(7.1.82)

and the ratio between channel charge and current is given by

τ = −
QT

ID
=

L2

2Dp
. (7.1.83)

This ratio is thus seen to be dependent only on the square of the channel length.

Example 7.3
Problem: Find the carrier transit time, namely the average time it takes for
a charge carrier to cross the channel, and show that it equals the transition time
between two steady states from the derivation above. Find numerical values for
n- and p-channel transistors with 5µm gate length.
Solution: The velocity at lateral position y of the channel is

v(y) =
−ID

qAp(y)
, with p(y) = p(0)

(
1 −

y

L

)
. (7.1.84)

The time dt to move a distance dy is given by dt = dy/v(y). Integrating over
the channel length, the transition time becomes

τ =

∫ L

0

1

v(y)
dy = −

qA

ID

∫ L

0

p(y) dy

= −
qA

ID

∫ L

0

p(0)
(
1 −

y

L

)
dy = −

qA

ID

p(0)L

2
=

L2

2Dp
. (7.1.85)
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For 5µm-long transistors, the transit times are then

τp =
L2

2Dp
=

L2

2VTµp
=

(5 × 10−4 cm)2

2 · 0.0259V × 505 cm2/Vs
= 9.6 ns

τn =
L2

2Dn
=

L2

2VTµn
=

(5 × 10−4 cm)2

2 · 0.0259V · 1450 cm2/Vs
= 3.3 ns .

7.1.5 The Different Types of JFETs and MOSFETs

In the models presented so far, we have only considered one channel type at
a time and have assumed constant doping concentration in distinct regions of
the devices. It is straightforward to introduce the proper type and sign changes
in order to convert from n-channel to p-channel devices and vice versa. The as-
sumption of a constant doping concentration is rarely fulfilled. However, quali-
tatively the behavior remains similar, as it does if position-dependent doping in
the channel is assumed. In fact the graded channel approximation can be used
almost unchanged so long as doping depends on channel depth only. It is then
possible to obtain, similarly to (7.1.20) and (7.1.43) for the output conductance
in the threshold region:

g =
∂ID
∂VD

=

∣∣∣∣WL µQc(L)

∣∣∣∣ (7.1.86)

and for the sum of transconductances of front and back gate (substrate for
MOS transistors):

(gm,1 + gm,2)sat =

(
∂ID
∂VG

+
∂ID
∂VBG

)
sat

= g(VD = 0) =

∣∣∣∣WL µQc(0)

∣∣∣∣ . (7.1.87)

As well as the graded channel approximation, which is inadequate for very
short channel lengths, several other approximations also have their limitations.
The channel of the MOS transistor already forms below the threshold gate
voltage. The device is then said to work in “weak inversion”. This operational
mode is often used in low-noise low-power applications.

For use in circuits, the distinction between enhancement and depletion de-
vices is important. Enhancement transistors do not draw current when the gate
is connected to the source. Junction field effect transistors are always of the
depletion type. The type of MOS transistors depends on many parameters, the
most important of which is the material comprising the gate insulator. Silicon
oxide always has positive charges, so that simple p-channel MOS transistors
are enhancement devices.

The threshold voltage can be changed in either direction by suitable doping
close to the surface. Similar to JFETs, one may also construct a channel by
doping. In normal operation this channel is depleted from the top (MOS) gate,
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so that the current flow is moved from the surface into the semiconductor.
These kinds of devices are MOS n- or p-channel depletion-type transistors.

The schematics of standard JFET and MOS transistors is shown in Fig. 7.11.

Fig. 7.11. Various types of JFETs and MOSFETs: cross-section along the channel (left) and
commonly used device symbols. The rightmost symbols contain also the substrate contact,
the arrow indicating the diode between substrate and channel that is normally reversely
biased
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7.2 Noise Sources

There exist three different sources of noise, present in most electronic elements:
thermal noise, low-frequency voltage noise, and shot noise.

Noise can be considered as macroscopic manifestations of microscopic ran-
dom processes. It is therefore derived from considerations of microscopic pro-
cesses. In some cases it is, however, also possible to obtain results from macro-
scopic (thermodynamic) considerations only. This is the case for thermal noise,
where a system in thermal equilibrium can be considered.

7.2.1 Thermal Noise

This noise is theoretically very well understood and can be calculated by ther-
modynamics. The basic reason for this noise is the thermal fluctuations of the
electron distribution in a conductor. Consider, for example, a resistor of re-
sistance R. Even without having a current flowing, it is possible to measure
a noise voltage Un between the two terminals. The spectral density of the noise
power, according to thermodynamic calculation, is given by

dU2
n

df
= 4kTR (7.2.1)

with f the frequency (taking positive values only), k the Boltzmann constant
and T the absolute temperature.26

Fig. 7.12. Gedankenexperiment for the derivation of the thermal noise spectrum of a resistor,
proposed by Nyquist in 1928

Equation (7.2.1) can be derived by considering a system consisting of a delay
line of impedance R that is properly terminated at both ends, as shown in
Fig. 7.12 (Nyquist 1928). The noise voltage created by one resistor will travel
through the delay line towards the other resistor, where the signal will be
converted to heat and vice versa. Shortening the delay line suddenly at both
ends will lead to a reflection of the travelling waves at the ends of the delay
line, such that standing waves will be present in the delay line. Counting the
number of possible states in a given frequency interval and multiplying it by the

26The power spectrum in (7.2.1) is called “physical” or “unilateral”, with the frequencies
assuming positive values. The “mathematical” or “bilateral” power spectrum, with fre-

quencies runing from −∞ to +∞, is
dU2

n
df

= 2kTR.
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occupation probability according to Boltzmann statistics, and realizing that the
waves will have been originally produced by the resistors, we arrive at above
formula given in (7.2.1).27 As the thermal noise spectrum is independent of the
frequency, thermal noise is often referred to as “white noise”.

A physical resistor, according to (7.2.1), can be described as an idealized
noiseless resistor, with a noise voltage source Un in series or a noise current
source In in parallel with the spectral densities, given as

dU2
n

df
= 4kTR

dI2
n

df
=

4kT

R
.

7.2.2 Low-Frequency Voltage Noise

This type of noise is seen in most electronic devices. The noise power spectrum
in most cases has an approximate 1/f dependence, shown by:

dU2
n

df
≈

An

fα
, with α ≈ 1 . (7.2.2)

The physical source of this noise is not unique, and may be due to widely
differing mechanisms for different types of electronic elements. Also, for the
same type of elements the strength of the noise may depend on details in
the technological production process. Furthermore, the 1/f dependence is only
a rough approximation.

Because of the importance of low-noise signal measurement, a separate sec-
tion (Sect. 7.2.4) will be devoted to a discussion of the physical origin of low-
frequency noise in field effect transistors.

7.2.3 Shot Noise

This noise is a consequence of the discrete nature of electric charge and rep-
resents the statistical fluctuation in the number of charge carriers making up
a charge Q = Nq. Considering a “constant” current I, one expects a charge
∆Q = I∆t crossing a boundary along the current path in a (short) time interval
∆t. This corresponds to ∆N = I∆t

q
electrons on average, with a statistical fluc-

tuation δ∆N =
√

∆N . Thus the mean-square variation of the current measured
over a short time interval is

〈δI2〉 =
q2(δ∆N)2

∆t2
=

q2∆N

∆t2
=

qI

∆t
.

27 Notice that in this thermodynamic derivation the elementary charge q and the Planck

constant h do not feature. If quantum effects are included, (7.2.1) changes to
dU2

n
df

=

2Rhf coth hf
kT

, which reduces to (7.2.1) for h → 0.
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It is also possible to derive from these considerations a frequency spectrum of
the noise current, leading to

d〈i2n〉

df
= 2Iq . (7.2.3)

In deriving this equation, the implicit assumption is made that the probability
of an electron passing the boundary is independent of the status of all other
electrons. This means that the change of the potential distribution caused by
the electrons that have already crossed the boundary does not influence the
probability of another electron crossing the boundary. In general this condition
will not be fulfilled. It is, however, fulfilled to a very good approximation in
some important cases. One well known example is the thermionic emission of
electrons out of a hot metal, in which case the electrons have to cross a potential
barrier whose height remains almost unchanged as long as the electrons are
moved away from the vicinity of the surface sufficiently fast. Another important
example is the reverse-biased detector.

Notice that shot noise requires the presence of a current flow caused by an
external power source, while thermal noise is present in devices even without
application of external power.

7.2.4 Noise in Transistors

The noise properties of the various transistor types treated so far are rather
different, and this is due to their different working principles.

Thermal noise is important in all types of transistors. Shot noise is impor-
tant in the case of bipolar transistors, with their base currents typically only
two orders of magnitude below the emitter current so that the statistical fluc-
tuations of the base current cannot be neglected in comparison to the signal
current. In Junction Field Effect transistors, shot noise plays a minor role and
in MOSFETs it is completely absent. 1/f noise is very prominent in MOSFETs
but much less significant in JFETs and bipolar transistors.

Thermal Noise
Thermal noise in field effect transistors is due to the resistance of the channel.
However, one cannot simply calculate the resistance of the channel and use the
resistor’s thermal noise formula given in (7.2.1): a somewhat more sophisticated
analysis is necessary, which takes into account the interaction of the channel
with the gate.

In Fig. 7.13 the channel has been split into many short regions, each with
correspondingly small resistances and noise sources. In order to investigate the
influence of these noise sources on the drain current, we will first consider the
influence of a single voltage change δVn at a position y in the channel. We split
the transistor (Fig. 7.13) into two parts, I and II, with channel length y and L−y
respectively. The current in these two parts is the same, and we are looking for
the current change ∆I when the source voltage of the second part differs by δVn

from the drain voltage of the first. The first transistor operates in the threshold
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Fig. 7.13. Derivation of noise in a MOS transistor. The channel is split into many short pieces
of resistance dR, and corresponding noise voltages are obtained from (7.2.1)

region while the second one is in the saturation region. The introduction of
the (noise) voltage δVn will lead to a change of the drain voltage of the first
transistor of ∆Vc and of the source voltage of the second by ∆Vc + δVn. Thus
the change of the drain current is obtained via (7.1.86) and (7.1.87) from the
requirement of current equality in the two transistor regions, and is given by

∆ID = gI∆Vc = −(gm1 + gm2)II(∆Vc + δVn)

=
W

y
µQc(y)∆Vc = −

W

L− y
µQc(y)(∆Vc + δVn)

∆Vc = −
y

L
δVn (7.2.4)

and so

∆ID =gI∆Vc = −
W

y
µQc(y)

y

L
δVn = −

W

L
µQc(y)δVn . (7.2.5)

We will now add up the effect of noise voltages generated in regions dy of
the channel of length L. The resistance of this piece of channel is

dR =
dy

µQc(y)W
, (7.2.6)

and the corresponding noise spectrum is

d〈δV 2
c 〉

df
=4kT dR =

4kT

WµQc(y)
dy , (7.2.7)

so that the noise spectrum for the transistor becomes

d〈∆I2
D〉

df
=

∫ L

y=0

[
W

L
µQc(y)

]2
4kT

WµQc(y)
dy

=4kT
W

L
µ

1

L

∫ L

y=0

Qc(y) dy = 4kT
W

L
µ〈Qc〉 . (7.2.8)
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With (7.1.87) this may be rewritten as

d〈∆I2
D〉

df
=4kT (gm1 + gm2)

〈Qc〉

Qc(y = 0)
. (7.2.9)

The noise frequency spectrum of a transistor is that of a resistor with resistance
equal to the inverse of the transconductance (front plus back), modified by the
ratio of average channel surface charge density and channel charge density at
the source end.

The modification factor 〈Qc〉/Qc(y = 0) is dependent on technical details
such as the channel doping profile. For a MOS enhancement transistor for
which a linear relationship between channel surface charge density and channel
potential (ignoring the substrate effect) exists, we obtain, taking into account
the voltage drop along the channel (see (7.2.6)):

Qc(y) =Qc(0)

√
1 −

y

L
, (7.2.10)

and for the correction factor:

〈Qc〉

Qc(y = 0)
=

1

L

∫ L

y=0

√
1 −

y

L
dy =

2

3
. (7.2.11)

It is customary to characterize the noise behavior of a transistor by a noise
voltage source positioned at the gate. The white channel noise of the transistor
current (see (7.2.9)) can be represented by a white noise voltage source at the
gate, given by

d〈v2
n〉

df
=4kT

2

3

1

gm
, (7.2.12)

with the assumption that source and backgate are connected and that gm rep-
resents the sum of the transconductances of the two gates.

Low-Frequency Noise
The physical reasons for low-frequency noise in unipolar transistors are crystal
defects, which cause trapping of charge carriers. Movable charge carriers become
bound on local trapping centers and are released with some time delay. While
being trapped, the presence of the temporarily fixed charge induces charge in
the channel und thus modulates the transistor current.

Considering now an individual trap in the semiconductor bulk region of an
n-channel JFET transistor, as indicated in Fig. 7.14, the amplitude of mod-
ulation of the transistor current will be constant, because it depends only on
the position of the trap with respect to the channel. The average time it takes
until a trap changes from the empty state to the filled state will be depen-
dent on the electron capture cross-section and the electron concentration in
the vicinity of the trap. The time constant for re-emission of the electron from
the trap is strongly dependent on the depth of the trap and on the tempera-
ture. The random filling and re-emptying of traps therefore causes a random
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Fig. 7.14. Low-frequency noise: the effect of a single electron trap on an n-channel JFET
transistor. The electron trapped at position y decreases the channel surface density in its
vicinity and thereby decreases the transistor current

change over time of the drain current between two constant levels. It therefore
was named “random telegraph signal” (RTS) by Kandiah, who was able to
observe experimentally this effect of single traps in transistors (Kandiah 1981).
The systematic study of random telegraph signals, especially their dependence
on the temperature, gives insight into the trapping mechanisms and allows op-
timization of devices with respect to their noise behavior (Kandiah 1983 and
1986; Kandiah et al. 1989).

Some examples of random telegraph signals observed by Kandiah in small-
sized JFET and MOS transistors are shown in Fig. 7.15. The drain current of
a JFET is shown in the top part of the figure. A single trap with a character-
istic time of 1ms is present. In the bottom part of the figure the temperature
dependence of the drain current of a MOSFET is shown. One notices the large
effect of a temperature change of only 14K.

In the following we will try to obtain a quantitative understanding of the
effects by first investigating the amplitude of the random telegraph signal, then
considering the time needed for changes in the charge state of the trap, and
finally deriving the noise frequency spectrum due to a single trap.

Looking at the amplitude of the random telegraph signal, we again use the
graded channel approximation, as has been done for all transistors considered
so far. We assume that in the vicinity of position y along the channel a charge
q·m is induced in the channel.28 We distribute this charge over the width W
of the channel, and over a length yt − ε to yt + ε so that the surface channel
density has a smooth distribution Qc(y) in the regions 0 < y < (yt − ε) and
(yt + ε) < y < L, and Qc(y)+∆Qc for (yt− ε) < y < (yt + ε) with ∆Qc = q·m

2εW .
Except in the vicinity of the trap, the potential is assumed not to be directly
affected by the trapped charge, and the channel surface charge density Qc(Vc)
is dependent only on the channel voltage Ψc.

In determing the current I − ∆I for a given drain voltage VD, we follow
exactly the same procedure as was done earlier for all transistor types. We
express the drain current by the channel surface charge density Qc and the

28 The factor m ≤ 1 has been introduced to provide for the situation where only part of the
trapped charge is induced in the channel, with the rest induced in other conductors such
as the bulk, source and drain.
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drift velocity ν, integrate over the channel length L, divide by L, and obtain:

I − ∆I =
1

L

{∫ yt−ε

y=0

−WQc(y)ν(y) dy

+

∫ yt+ε

y=yt−ε

−W [Qc(y) + ∆Qc]ν(y) dy

+

∫ L

y=yt+ε

−WQc(y)ν(y) dy

}

=
W

L

∫ L

y=0

−Qc(Ψc)µ
∂Ψc

∂y
dy −

W

L
∆Qc

∫ yt+ε

y=yt−ε

ν(y) dy

=
W

L
µ

∫ VD

Ψc=0

Qc(Ψc) dΨc −
qm

L
ν(yt) .

As the first term can be identified with the current, obtained with a drain
voltage VD without the presence of a trapped charge (compare (7.1.16)), the
change in the drain current due to the trapped charge is obtained as

∆I =
qm

L
ν(yt) . (7.2.13)

As the drift velocity in the channel increases from source to drain end, the
amplitude of the RTS is strongest for traps close to the drain end. For traps in
the space-charge region beyond the drain end of the channel, RTS amplitudes
decrease again.29

Considering now the mechanism of trapping and detrapping, we attempt to
estimate the average time it takes for a single unoccupied trap to capture an
electron and for a filled trap to release an electron. We consider the situation
where the trap is located sufficiently above the intrinsic level Ei and where
electrons are the only charge carrriers present in the vicinity of the trap, so that
we can ignore hole capture and hole emission. (A generalization of the treatment
to include holes is straightforward.) In these circumstances the probability for
capturing an electron is proportional to the electron concentration n and the
electron (thermal) velocity νth, so that we can write, for the average time it
takes to capture an electron:

t1 =
1

nνthσn
, (7.2.14)

with σn representing the electron capture cross-section.
The probability of electron emission from the filled trap will be a strong

function of the position within the bandgap but not of the electron density.

29Kandiah derives (7.2.13) in a different way using Ramo’s theorem, which considers the cur-
rents induced in electrodes when the velocity of a moving charge is changed. He concludes
that for a transistor operating in saturation, the RTS signal amplitude should be maximal
and constant for traps located in the pinch-off region (near the drain) and be given by the
same formula, with the drift velocity replaced by the saturation velocity. This conclusion
is, however, contradicted by computer simulations (Longoni et al. 1995).
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(a)

(b)

Fig. 7.15a,b. Random telegraph signals due to bulk traps observed in a small-sized JFET (a)
and a MOS transistor operated at two different temperatures (b). For a single defect the
transistor current changes between two levels whenever the trap is being filled or emptied,
thus changing its charge state. The amplitude of the change depends on the position of the
trap; the characteristic times for filling and re-empting depend in addition on the nature of
the trap and on temperature. (After Kandiah et al. 1989, Figs. 7 and 5)

In order to find this probability, we will consider the trap in the condition of
thermal equilibrium i.e. the device without application of external voltages. For
this situation we can calculate the probability Pocc that the trap is occupied
with an electron from the Fermi–Dirac function [(2.3.1)] and compare it with
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the probability obtained from average electron emission time, t2, and capture
time in thermal equilibrium, t′1. We thus have

Pocc =
1

1 + e
Et−EF

kT

=
t2

t′1 + t2
,

resulting in

t2 =
t′1

e
Et−EF

kT

=
e

EF−Et
kT

nthνthσn
=

e
EF−Et

kT

Nce−
Ec−EF

kT νthσn

=
e

Ec−Et
kT

Ncνthσn
. (7.2.15)

Here we have used (2.3.4) to express the thermal equilibrium electron concen-
tration nth in terms of the effective density of states in the conduction band
Nc and the Fermi level EF.

Next, we consider the noise frequency spectrum of the drain current, cor-
responding to the random telegraph signal with amplitude a = qm

L
ν(yt) (see

(7.2.13)) and random high and low times t1 and t2. The energy spectrum of

this noise signal
d〈i2n〉
df is obtained by applying Fourier analysis to the RTS am-

plitude containing the high and low times, which are statistically distributed
according to exponential time distributions with mean time t1 and t2. Writing
the current time dependence as i(t), we have the Fourier transform

I(ω) =

∫ ∞

−∞
i(t)e−jwt dt , (7.2.16)

while the current can be re-expressed by the Fourier transform as

i(t) =
1

2π

∫ ∞

−∞
I(ω)ejωt dω . (7.2.17)

Multiplying the complex conjugate of (7.2.17) with i(t) and integrating over t,
we can easily verify that the time integral over the square of the current i2(t)
may be expressed as the frequency integral of the square of the Fourier trans-
form (Parseval’s Theorem), thus:∫ ∞

−∞
|i(t)|2 dt =

∫ ∞

−∞

1

2π
|I(ω)|2 dω ,

so that we can identify the absolute square of the Fourier transform as the
spectral “current energy” density

Si(ω) =
di2

df
= 2|I(ω)|2 , (7.2.18)

the factor two being due to taking positive frequencies only, i.e. using the
unilateral spectral density. Averaging this expression over many current shapes
with statistically distributed low and high times, one arrives at the spectral
energy density for a random telegraph signal of
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d〈i2n〉

df
=

i2n0

1 + ω2t20
, (7.2.19)

with the characteristic time t0 and the low-frequency current power density i2n0

of the Lorentzian spectrum given as

1

t0
=

1

t1
+

1

t2
, i2n0 =

(2at1t2)
2

(t1 + t2)3
, (7.2.20)

and with a the RTS amplitude estimated in (7.2.13).
For a single trap, the current noise power density is finite and constant at

low frequencies and falls with 1/f2 at high frequencies. The corner frequency
is at f0 = 1

2πt0
. The frequency spectrum of a single trap does not resemble

1/f behavior. This is also observed experimentally in small-sized JFETS that
contain a very small number of defects.

The 1/f behavior, as observed in MOSFETs, can however be explained
by a superposition of many traps with different time constants. Such is the
case for traps within the oxide close to the oxide–silicon interface. The charge
state of those traps can be changed by capture and emission of electrons or
holes tunneling through a thin barrier of oxide from and towards the silicon.
As the probability for tunneling has an exponential dependence on the product
of barrier height and depth, one arrives at a continuum of characteristic times
for the traps in the oxide under the assumption that the space distribution of
the traps is continuous near the oxide–silicon interface.

For practical purposes, 1/f noise can be described by a gate noise voltage
with spectral power density parameterized as

d〈v2
n〉

df
=

Af

f
=

KF

WLC2
ox

1

f
, (7.2.21)

with KF a parameter that is characteristic for the specific device production
process. Equation (7.2.21) is very useful for scaling noise properties with tran-
sistor geometry. Note that 1/f gate noise voltage is independent of the tran-
sistor current. Typical values for KF of MOS enhancement transistors are
10−32 C2/cm2 (p-channel) and 3–4 × 1031 C2/cm2 (n-channel) (Sansen 1987)
This parameterization is, however, only approximate. Much lower noise can be
obtained in JFETs and depletion-type MOSFETs when the channel does not
touch the oxide.

It is beyond the scope of this book to discuss in detail the various models
for low-frequency noise. The book is, rather, intended to give a physical un-
derstanding of noise mechanisms and to refer the reader to the literature for
further studies.
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7.3 The Measurement of Charge

The standard problem in the readout of a semiconductor detector is the low-
noise measurement of the signal charge, usually under severe constraints such
as the requirements of high-speed operation, low power consumption, restricted
space and/or high radiation levels.

In this section the general problems of charge measurement will be ad-
dressed, while specific solutions for the electronics will be considered later.

7.3.1 The Charge-Sensitive Amplifier

The charge-sensitive amplifier (CSA), invented by Emilio Gatti (Cottini et al.
1956) and represented in Fig. 7.16, consists of an inverting amplifying circuit
which – in the ideal case – delivers an output voltage proportional to the input
(Uout = −AUin) and a feedback capacitor Cf . In addition, a high-resistance
feedback or a switch is needed in the feedback loop, in order to bring the
circuit into its operating condition. CD represents the capacitive load of the
detector at the input, Ci the capacitive load to earth present in the amplifier,
usually dominated by the gate capacitance of the input transistor.

Fig. 7.16. Principle of a Charge Sensitive Amplifier. The inverting amplifier has a capacitive
feedback. The reset switch is only used for bringing the system into its operating condition,
and is often replaced by a high-ohmic resistor

Putting a charge Qin at the input will result in an output voltage change of

Uout = −
Qin

Cf + CD+Ci+Cf

A

→ −
Qin

Cf
, (7.3.1)

which for large amplification is given by the ratio of signal charge over feedback
capacitance, indicating the fact that the charge has been transferred completely
from the detector to the feedback capacitor. For low frequencies the input
impedance of the CSA will be represented by a capacitance of the value

Ceff =(A + 1)Cf + Ci . (7.3.2)
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A high value of Ceff > CD, i.e. a low input impedance, is important because
when Ceff is only of the same order of magnitude as the detector capacitance
CD the charge would be incompletely transferred to the electronics. This would
result in a loss of sensitivity and possibly crosstalk within the detector to
neighboring channels.

7.3.2 Noise in a Charge-Sensitive Amplifier

A further important consideration in applying a charge-sensitive amplifier for
the readout of a detector concerns noise produced in the detector’s amplifier
system. The contribution of the amplifier to the noise is due to the noise gen-
erated by the electronic components of the circuit. For a properly designed
amplifier, its noise contribution will be dominated by the noise generated in
the input transistor(s). In line with the discussion in Sect. 7.2.4, it must be
remembered that the noise of MOSFETs can be represented by a noise voltage
source put in series with the gate of the input transistor. For bipolar tran-
sistors – having a significant base current – a current source representing the
fluctuation of this base current is added to the circuit diagram, representing
the noise properties of the transistor. With the transistor at the input of the
circuit, the noise voltage and noise current sources are positioned in series and
parallel to the input. Consequently one speaks of “serial” and “parallel” noise.

Serial Noise
It is customary to describe the noise properties of the amplifier by a single volt-
age source Un representing the effects of all sources transferred to the input.30

The presence of this noise voltage will result in an output voltage even if there
is no signal charge present. For an evaluation of the corresponding noise charge,
it is easiest to consider the charge necessary to compensate for the effect of the
noise voltage, such that the output voltage remains at zero. The value can be
immediately read from Fig. 7.17:

−Qn =Un(CD + Cin + Cf) = CTUn , (7.3.3)

with CT the total “cold” input capacitance.

Parallel Noise
A realistic detector cannot be presented as a simple capacitor as was done in
Fig. 7.17. It will draw some leakage current, which has statistical fluctuations.
These fluctuations can be represented as a noise current source in feeding into
the amplifier input. If this noise is at a thermodynamic minimum (shot noise),
the current power frequency spectrum is given by (7.2.3).

Parallel noise can also be generated by the amplifier itself. Having as input
the base of a bipolar transistor, for instance, the base current contributes to
the noise in the same way as the detector leakage current.

30This is possible for, for example, MOS devices, in which the input gate leakage current
is negligible. For bipolar devices this “serial” noise is also presented in the same way, but
a “parallel” noise source representing the gate leakage current has to be added.
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Fig. 7.17. The effect of amplifier noise in a Charge Sensitive Amplifier

Frequency Dependence
In the description of a CSA, the assumption of an ideal amplifier has been
made, meaning that the output voltage is exactly proportional to the input
voltage (Uout = A0Uin). A0 is called the open loop gain. As is well known, this
will only be a good approximation for low-frequency signals. At higher frequen-
cies – sinusoidal signals are assumed – the amplification will decrease and the
output signal will not stay in phase with the input voltage. The frequency at
which the amplification drops by

√
2 is called the “corner” frequency. A phase

change of the amplifier close to 180◦ and amplification above unity will lead to
oscillations, when coupled back to the input.

We will leave the subject with these sketchy remarks alone and refer the
reader to the electronics literature for further studies. The only remark to be
added refers to the equivalent noise source at the input. In transforming the
various noise sources that are distributed in the amplifier to the input, one
should strictly speaking take into account the frequency-dependent amplifica-
tion properties, which will vary with the position of the noise source in the
circuit.

7.3.3 Filtering and Shaping

The signal produced by the amplifier will usually not be used directly; it will
be further amplified and shaped. The aim of these procedures is to optimize
the ratio of signal to noise and to reduce the interference between subsequent
signals. We will only consider a few very simple cases, the simplest being an
idealized charge-sensitive amplifier followed by an RCCR filter. For a more
elaborate treatment, the reader is referred to the literature (e.g. Gatti and
Manfredi 1986).

The arrangement of a CSA followed by an RCCR filter is shown in Fig. 7.18.
The output of the CSA is a voltage step given by (7.3.1) for very high amplifica-
tion as Q

Cf
. The shaper does an RC integration followed by a CR differentiation.

This procedure results in a signal peak, which for the same integration and dif-
ferentiation time constant τ = R1 C1 = R2 C2 has the shape and peak value
given by
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a)

b)

Fig. 7.18a,b. Noise filtering and signal shaping in a RCCR filter following a charge-sensitive
amplifier (a). The two unity gain amplifiers have been introduced in order to completely
decouple the functions of the CSA, the integration (RC) and the differentiation (CR) stages.
The signal form is indicated for each stage (b)

Uout =
Q

Cf

t

τ
e−

t
τ , Upeak =

Q

Cf
e−1 . (7.3.4)

The height of this peak is a measure of the signal charge. Superimposed on the
signal is the noise voltage, and we are interested in the signal-to-noise ratio,
which is defined as the ratio of the height of the peak value to the root-mean-
square value of the noise voltage measured at the same point in the circuit.
In order to find the noise voltage at the output point, each noise source in
the circuit has to be traced to the output and the resulting voltages added in
quadrature.

Doing so, one finds the important result that, for white (thermal) serial
noise, the ratio of noise to signal (N/S) decreases with the square root of the
shaping time constant τ , while for 1/f noise this ratio stays constant. Parallel
noise, given as a time integral over current fluctuations, increases with the
square root of the shaping time. We thus have:

N/Swhite, series ∝
1
√
τ

(7.3.5)

N/S1/f, series ∝ 1 (7.3.6)

N/Swhite, parallel ∝
√
τ . (7.3.7)

More sophisticated continuous time filtering methods use (for example)
Gaussian shape filtering, which can be approximated to by several RC integra-
tion and differentiation steps in sequence. Especially important in integrated
electronics are the techniques in which the output signal is sampled several
times and mathematical manipulation of the samples is performed. This can
be done either after the measurement by numerical processing or directly via
the local readout electronics. In the latter case, it is usually achieved by using
switched capacitor techniques for analog algebraic manipulations. Common to
both methods, however, is the need to sample the signal at fixed (or, at least,
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Fig. 7.19. Double-correlated sampling of the output of a charge-sensitive amplifier (CSA)

known) times with respect to its generation. With dense enough sampling, the
arrival time of the signal can also be extracted from the data.

In the following narrative and in Sect. 7.6, examples of using switched
capacitor techniques for filtering the output of a CSA will be given. The circuit
shown in Fig. 7.19 is used for double-correlated sampling of the CSA out-
put signal. Advance knowledge of signal arrival time is required. Such advance
knowledge is quite common in accelerator experiments, in which bunches of
accelerated particles arrive at fixed time intervals.

The circuit consists of two sequential charge-sensitive amplifiers connected
by a coupling capacitor Cs and switch Sc. Initially all switches are closed.
Thus both CSAs have reset their input and output voltages to proper working
conditions and a possible offset voltage between CSA1 and CSA2 is stored
on capacitor Cs. Ahead of the expected signal, the following operations are
performed in sequence:

• opening switch S1 at time t1, resulting in an unwanted charge injection
into the input of CSA1 and therefore an output voltage change that will
be stored on capacitance Cs;
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• opening of reset switch S2. Any voltage change on the output of CSA1 (e.g.
signal or noise) is also seen in the output of CSA2, amplified by the ratio
Cs/Cf2;

• signal charge Qs generation at time t3 changes the output of CSA1 by
∆U1 = Qs/Cf1 and the output voltage by ∆Uout = Qs

Cs

Cf1Cf2
; and

• opening of switch Sc at time t4 inhibits further change of output voltage.
The difference of output voltage of CSA1 (amplified by Cf2/Cs) between
times t2 and t4 remains present at the output of the circuit.

Considering filtering properties, one notices that the full signal step is
measured. The result of a sinusoidal signal sampled at a time difference
∆t = τ = t4 − t2 will give a difference signal that will not only depend on
the frequency but also on the phase. Squaring, averaging over the phase, and
integrating over the noise frequency spectrum will give the mean-square noise
signal to which the true signal has to be compared.

The procedure leads to the introduction of a weighting function, with which
the noise frequency spectrum has to be convoluted before integration. For
double-correlated sampling, this weighting function has the form

W (f) = 1 − cos(2πfτ) . (7.3.8)

This function tends to zero for low frequencies and thus provides suppression
of very low-frequency noise. However, it enhances higher frequencies by up to
a factor of two before it goes to zero again at frequency f = 1/τ (and multiples
thereof).

Double-correlated sampling does not suppress white noise, as the periodic
weighting function extends to infinity. This has to be done by limiting the
bandwidth of the charge-sensitive amplifier. As was the case for RCCR filtering,
the N/S ratio for 1/f noise is almost independent of τ . Only for noise with
faster-than-linear drop with frequency does double-correlated sampling give
better results than RCCR filtering. Its virtue is in the suppression of switching
noise from the CSA1 and in the easy implementation in integrated electronics
circuits.

More sophisticated schemes of switched capacitor filtering, taking several
samples (sometimes with different weight), have also been implemented.

7.4 Basic Electronic Circuits

The basic circuits described in this section have been selected in view of their
application in integrated circuit technology. Since only the most basic proper-
ties are given, the reader is referred to the general literature (e.g. Gatti and
Manfredi 1986; Gray and Meyer 1993) for a thorough treatment of the subject.

Properties of the circuits often are investigated using small-signal analysis:
small deviations of voltages (u) and currents (i) from the static operational
values. Such an analysis is not only appropriate for small signals but also for
the investigation of noise properties.
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In small signal notation a “noiseless” transistor is described as

iD =
∂ID
∂VG

uGS +
∂ID
∂VDS

uDS = gmuGS + guDS . (7.4.1)

7.4.1 Current Sources and Mirrors

Current sources are widely used elements in integrated circuit technology. They
provide a current that is “independent” (within limits) of the applied voltage
and that can be used, for example, as a “load” in an amplifying circuit. An
often used feature is also current mirroring and scaling, so that a fixed ratio of
currents in different branches of an electronic circuit can be enforced.

Fig. 7.20a–e. Various types of current sources, as described in the text

The simplest example of a current source of moderate quality is a tran-
sistor with fixed gate voltage working in the saturation region (Fig. 7.20a),
having an internal conductance ∂I

∂V
= g. The quality of this source may be

improved by putting a resistor into the source (Fig. 7.20b), thereby decreasing
the conductance to ∂I

∂V
= g

1+(gm+g)R . This result is easily derived using small-

signal analysis with (7.4.1) and i = uR/R so that

iout = −gmuR + g(uout − uR) = uR/R .

In the case of a depletion-type transistor, e.g. a JFET, the constant gate voltage
may be the source voltage – source and gate may be connected (Fig. 7.20c).
Then the source may also be separated from the supply voltage and we have
a current source that can be set at a floating potential (Fig. 7.20d). A drastically
improved source can be built with two transistors (Fig. 7.20e). The internal
conductance of this “cascode” circuit source is ∂I

∂V
= g1g2

gm2+g1+g2
≈ g1

g2

gm2
.

The simplest and most common example of a NMOS current mirror is shown
in Fig. 7.21a. The voltage of the gate connected to the drain of enhancement
transistor T1 will adjust itself in such a way that the transistor current equals
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Fig. 7.21a,b. Various types of NMOS current mirrors: simple version (a) and cascode ver-
sion (b)

the externally supplied current Iref . As the gate voltages of T1 and T2 are equal,
the ratio of the currents will be given by the ratios of transistor geometries

Imirror

Iref
≈

W2/L2

W1/L1
(7.4.2)

provided that the transistors are equal in all other properties except geom-
etries. The relation is only approximate, since the drain voltage may be rather
different for the moderate quality current source T2. A drastic improvement in
the “stiffness” of the mirroring, i.e. the independence of the mirrored current on
the applied voltage, is obtained with the “cascode” version shown in Fig. 7.21b.

7.4.2 Inverters

The inverters shown in Fig. 7.22 consist of an input transistor and a load,
which can be a resistor (a), a current source (b), which might be realized by
a depletion-type transistor (c) or an active load (d), as is usually the case in
complementary technologies such as CMOS.

Fig. 7.22a–d. Various types of inverters, as described in the text
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The inverter is the most common element in digital electronics, where only
two extreme situations are of interest:

• input low, input transistor closed and output at positive supply voltage;
and

• input high, input transistor open and output low.

While, in the examples a) to c) for low input, the power consumption of the
circuits is zero, finite power consumption is present for high input. In contrast,
the CMOS inverter shown in Fig. 7.22d with its active load, a p-channel tran-
sistor also steered by the input signal, has zero standing current for both input
states; power is needed only in the transition between the two states. This is
the basic reason for the low power consumption of digital CMOS circuits.

Inverters may also be used as amplifiers for analog applications. In this case
the input voltage has to be adjusted to such a value that the output is not
driven into low or high saturation. A common method consists of connecting
input and output of the amplifier with a resistor or with a switch, which is
closed from time to time. Then the input and output voltage at the operation
point of the amplifier will adjust to the same level somewhere between the
supply voltages in such a way that the current in the input transistor and the
(active) load are equal.

We will calculate the low-frequency open loop gain (the ratio between out-
put and input voltage with open output) and the output conductance for this
situation. Taking as load the ideal current source of Fig. 7.22b, we find, using
(7.4.1):

i = gmuin + guout = 0 →
uout

uin
= −

gm

g
. (7.4.3)

For a resistive load (Fig. 7.22a) this procedure gives

i = gmuin + guout = −
uout

R
→

uout

uin
= −

gm

g + 1/R
, (7.4.4)

while for the CMOS inverter (Fig. 7.22d) with the active load we find

i = gm1uin + g1uout = −gm2uin − g2uout →
uout

uin
= −

gm1 + gm2

g1 + g2
. (7.4.5)

In a similar way, the output impedance rout and the output conductance
gout ≡ 1/rout can be be obtained by varying the output voltage and keep-
ing the input voltage constant. One finds for the same three cases (Fig. 7.22b,
a and d respectively):

iout = guout → gout =
1

rout
= g (b) (7.4.6)

iout = guout +
uout

R
→ gout =

1

rout
= g +

1

R
(a) (7.4.7)

iout = g1uout + g2uout → gout =
1

rout
= g1 + g2 . (d) (7.4.8)
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So far, we have only considered the low-frequency behavior of the inverters.
At high frequencies, capacitive loads to the nodes of the circuit play a role.
These capacitive loads may be connected externally, for instance by a detector
connected to the input, by the input of a second stage amplifier connected to
the output, or by stray capacitances of cables or connections. Furthermore,
already the transistors have built-in capacitors, e.g. from gate to channel, in
relation to both source and drain. Considering a sine-wave input signal, this
will lead to a frequency-dependent amplification and phase shift of the output
signal.

Alternatively one may consider the effect on the pulse form. A voltage
step at the input will not result in a perfect step of the output voltage but
rather in a smooth transition from one level to another. The time constant
for this transition can be estimated by considering the situation of the circuit
immediately after application of the input voltage step, as well as the final
situation.

Example 7.4
Problem: Estimate the rise time at the output of a charge-sensitive amplifier
(CSA) built of a CMOS inverter with feedback capacitor when connected to
a detector with capacitance CD (Fig. 7.23). The capacitive load at the output
representing the following stage is CL.

Fig. 7.23. CMOS inverter used as a charge-sensitive amplifier (CSA)

Solution: The charge Q generated in the detector will in the first instance be
split between the capacitors at the input CD and Cf (the output being held
fixed by the capacitive load CL 	 Cf . Immediately after depositing a charge
Q at the detector, the input voltage rises by Q

CD+Cf
≈ Q

CD
, thus changing the

currents in the two transistors initially by ∆I = i1 − i2 = (gm1 + gm2)
Q
CD

.

The asymptotic output voltage change uout = Q
Cf

corresponds to a charge

∆Qout = uout(CL +Cf) = Q(CL

Cf
+ 1) to be stored at the output. Dividing this
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charge by the initial current difference in the two transistors, one obtains for
the time constant τ

τ ≈
∆Qout

∆I
=

CD

gm1 + gm2

(
CL

Cf
+ 1

)
.

Considering the role of parasitic capacitances in this special circuit, one imme-
diately recognizes that the gate–source capacitances have to be added to the
detector capacitance and the gate–drain capacitances to the feedback capaci-
tance. One may even do without a separate feedback capacitor but may just use
the drain gate capacitances for the feedback. The effective input capacitance in
this case is the Miller capacitance, the product of gate–drain capacitance and
amplification (see (7.4.5)):

CM =
gm1 + gm2

g1 + g2
(Cgd1 + Cgd2) .

7.4.3 Source Followers

Frequently, one needs to drive a low-impedance load, be it a large capacitance
or a cable. This cannot be done from a high-impedance output; it is simply done
by the addition of a source follower, which provides a low-impedance output.
This circuit element consists of a transistor and a load in the source branch
(Fig. 7.24). This load may be a resistor or a current source.

(a) (b) (c) (d)

Fig. 7.24a–d. Several examples of source followers

The amplification of the source follower is close to unity. For the version
with the resistive load (Fig. 7.24a), one obtains the amplification

uout

uin
=

gm

gm + g + 1/R

and the output conductance

gout =
1

Rout
= gm + 1/R ≈ gm .
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The rise-time for a capacitive load CL is

τ = RoutCL ≈
CL

gm
.

7.4.4 Cascode Amplifiers

As has been shown in Sect. 7.4.2, the amplification of a simple inverter circuit
is limited to the ratio of transconductance over channel conductance in the
saturation region of a transistor. In order to obtain higher amplification, two or
several inverters may be put in series. This, however, is dangerous if a feedback
from output to input is required, as is the case in many applications. If the
phase shift of the output signal is close to 180◦ at a frequency at which the
amplification is larger than one, the circuit will oscillate.

a) b)

Fig. 7.25a,b. Cascode amplifiers: simple (a) and folded (b)

Cascode amplifiers provide high gain while suppressing the phase-shift prob-
lem to a large extent. Two examples of cascode amplifiers are shown in Fig. 7.25.
The cascode transistor T2 has its gate at fixed potential and thus reduces the
change in the drain voltage of the input transistor T1, due to the output voltage
change, by a factor gm2

g2
. The low-frequency gain is obtained as

uout

uin
=

gm1

g1

gm2

g2
.

Phase changes in the output signals are due to the capacitive loads at the
cascode node (drain of transistor T1) and at the output node. The reason that
cascode amplifiers are less prone to oscillations than the sequence of two simple
amplifiers is due to the possibility of setting the onset of phase shifts in the
cascode node far above that occurring in the output node. The amplification
then drops below unity before the phase shift becomes sufficiently large to cause
oscillations.
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7.4.5 Differential Amplifiers

In a differential amplifier, the difference between two input voltages is ampli-
fied. In the ideal case the output voltage is independent of the average value
of the two input signals. Such amplifiers are well suited for amplification of
small signals, such as those that are transmitted through a (twisted) pair of
cables. Signals picked up the same way in both lines (the common mode) are
suppressed. Differential amplifiers are also frequently used for analog signal
processing in electronic networks.

Fig. 7.26a,b. Differential amplifiers: simple (a) and with folded cascode (b)

A simple example is shown in Fig. 7.26a. Two n-channel input transistors
are connected with their common source to a current source. The source current
is split symmetrically between the two branches by the two transistors T3 and
T4 which, having their gates connected, form a current mirror. The output is
taken from the load of one of the two branches.

Figure 26b gives an example that is somewhat more complicated. It con-
sists of two input transistors (T1, T2), two cascode transistors (T3, T4), three
current sources (I1, I2, I3) and a cascode current mirror consisting of four tran-
sistors (T5 to T8). The current source I3 draws less current than the sum of the
two equal current sources I1 and I2, so that the difference goes into the two
folded cascode branches with cascode transistors T3 and T4. Putting a small
voltage difference at the input will in the first instance result in unequal cur-
rents in input transistors T1 and T2. As these current changes are fed directly
into the cascode branches and then mirrored onto the output node, the output
node (and also other nodes in the circuit) will change their potential – thereby
charging the (parasitic) capacitances not shown in the figure – until current
conservation is restored at each node. For an infinite resistive load (open out-
put) and ideal current mirror (T5 to T8) the original currents are restored. The
output voltage range of the circuit includes the input voltage. This is impor-
tant when a d.c. feedback is needed for keeping the circuit in proper operational
condition.
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7.5 Integrated Circuit Technologies

The development of position-sensitive semiconductor detectors, and in particu-
lar silicon strip detectors with strip pitch as low as 20µm, have required major
developments in the electronics of the readout, as a very large number of signal
channels with high spatial density have to be read out. Therefore at a rather
early stage the development was started of integrated electronics adapted to
the specific needs of the readout of silicon detectors. The specific needs were the
low-noise analog readout, combined with high density and low power consump-
tion. Originally the circuits were based largely on existing electronics technolo-
gies; only later did the requirement for very low noise circuits and for radiation
hardness lead to extensions and modifications of the standard MOS technology.
A particular example is the development of electronics with a technology that
could easily be integrated into the detector fabrication process (Sect. 8.2).

In this current section we will describe and compare some integrated circuit
technologies. A specific circuit for strip detector readout will be discussed in
the next section (Sect. 7.6).

Compared with discrete electronics, integrated electronics is much more re-
stricted in the sense that only a limited number of device types are available.
This is due to the fact that all devices have to be built on a single semiconduc-
tor substrate, without making the fabrication process too complex. Therefore
usually only two types of transistors are available, because amplifying elements
and the properties of these transistors can only be varied by changing the geom-
etry, not by other parameters (for instance, doping concentrations). As passive
components, only capacitors and resistors can be chosen, while inductances
are practically not realizable. In addition, there exist severe restrictions on
the ranges in which these passive components can be realized in an integrated
circuit.

The most common integrated circuit technologies are based on MOS transis-
tors as amplifying elements. The older NMOS technology is based on n-channel
enhancement and depletion transistors, the CMOS technology on n-channel
and p-channel enhancement transistors. Besides the relative simplicity in fab-
rication, low power consumption in digital applications is a strong point for
MOS applications, especially CMOS technology. Its drawback is the limitation
in speed; for high speed applications and for driving large currents, bipolar
technology is superior.

In the following, the basic structures and production sequences of a few
illustrative technology examples will be shown.

7.5.1 NMOS Technologies

We start with an example of NMOS technology. The elements that can be
realized in basic NMOS technology are n-channel enhancement and depletion
transistors, as well as capacitors and resistors. In order to keep the process
reasonably simple, there is generally an aim by technologists to implement
the passive elements with the same technological steps as used already in the



204 7 The Electronics of the Readout Function

more complicated transistor structures. Interconnections between devices have
to be made with low-resistivity lines, which therefore are constructed of metal
– usually aluminum. This metal can and has been used also for the gates of the
transistors. More recently, however, there has been a significant switch to heav-
ily doped polysilicon gates. The reason for this change has been the possibility
of self-aligning the gate with respect to source and drain of the transistors
– avoidance of overlap between gate and source or drain – thus minimizing
parasitic capacitances. The introduction of polysilicon provides also a second
connection layer, although one of much reduced conductivity. In the meantime,
technologies using several metal-connection layers have become available.

Fig. 7.27. NMOS technology: enhancement and depletion transistors

In order to reduce parasitic capacitances of the connecting lines between
different devices and to avoid the appearance of parasitic electronic structures,
the regions between the individual electronic elements are covered by a thick
oxide layer, the “field oxide”, on top of which the connections are located.
A much thinner insulator (oxide) forms the gate barrier. A cross-section of the
active elements used in one version of this technology is shown in Fig. 7.27.
The substrate is lightly doped p-type silicon. Starting with the transistors,
source and drain are heavily n-doped, and the thin gate oxide is covered by
a polysilicon gate, which is exactly aligned with source and drain. Source and
drain are connected to the metal layer by a small contact hole in the thin oxide.
The connection of the oxide-covered polysilicon gate, with the metal outside
the transistor area, is not shown in the figure. The depletion-type transistor
has an additional n-type channel doping below the gate.

There are two simple ways of making a resistor: using a strip of polysilicon
or making it out of the n+ source implant that remains insulated from the bulk
material due to the reversely biased junction.

Capacitances can be formed from polysilicon and n+ implant separated by
the thin oxide or between polysilicon and metal layer.

Not shown in Fig. 7.27 is a p-type surface doping, which is needed for
compensation for the positive oxide and interface charges (see Sect. 3.3.2).
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7.5.2 CMOS Technologies

Complementary Metal–Oxide–Semiconductor (CMOS) electronics uses in its
simplest form only n- and p-channel enhancement transistors as active devices.
These complementary transistors are insulated from each other by putting one
of them into a well with opposite doping to the original bulk material. Such
a well is usually produced by diffusion or by implantation and following drive-in
diffusion.

Fig. 7.28. CMOS technology: n- and p-channel enhancement transistors

The cross-section through the active devices of a CMOS version based on
p-type substrate is shown in Fig. 7.28. Compared with the NMOS technol-
ogy described above, the n-channel depletion transistor has been replaced by
a p-channel enhancement transistor sitting in an n-doped well. This well has
to be put at defined potential (as it controls the transistor threshold voltage),
in the most common case to the positive supply voltage.

The properties of n- and p-channel devices will not be perfectly comple-
mentary, as already mobility of electrons and holes are different by a factor of
three. Furthermore, bulk and well doping concentrations are significantly differ-
ent, and the well potential can be chosen individually for each p-type transistor,
while all n-channel transistors are embedded in the same bulk at or below the
negative supply voltage. These differences have to be considered when trying
to match n- and p-type transistors, so that for electrically similar behavior the
geometry of complementary transistors will be different.

A special problem with CMOS electronics is “latchup”. A self-sustaining
discharge can be triggered by, for example, electrical pickup in a n–p–n–p
thyristor-type structure built from real and parasitic structures. Sufficiently
large distances between structures are required in order to avoid such prob-
lems. Sometimes additional guard structures are implemented.
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7.5.3 Bipolar Technologies

Compared with MOS technologies, bipolar electronics requires higher techno-
logical complexity. This is due to the necessity of building multilayer vertical
structures, in which a very thin base layer has to be interleaved between emitter
and collector layers, as shown in Fig. 7.29 for the example of a bipolar n–p–n
transistor. A highly doped n+ buried layer makes the connection of the buried
n-type collector to the sideways displaced contact at the surface. This buried
layer is produced by phosphorous diffusion into the original p-type wafer. An
epitaxial n-type layer (see Chap. 10) is grown on top of the wafer and structured
before growing the oxide, which laterally insulates the transistor structure. The
base is formed by a flat boron implantation and the emitter’s and collector’s
external contacts are constructed as a flat arsenic implantation. Most of the
space is used up for connections; the proper transistor region is the small region
below the emitter.

Fig. 7.29. Simplified cross-section of a bipolar n–p–n transistor

7.5.4 SOI Technologies

Silicon substrates are usually single crystals, with a thickness of several hundred
microns whereby only a very thin top layer of a few microns is electrically active.
The rest of the (undepleted) bulk acts as a fairly bad conductor, whose influence
is largely detrimental because it produces crosstalk between different parts of
a circuit through the so-called bulk effect, namely the steering of transistor
current by the substrate. Furthermore, space between adjacent circuit elements
is needed in order to protect against unwanted parasitic circuit elements, as well
as latchup.

In Silicon-On-Insulator (SOI) technologies, a thin silicon layer on top of an
insulator is created by, for example, high energy, high intensity implantation
of oxygen followed by recrystallization of the top silicon layer. This top layer
is then structured so that each transistor is built on its own island of silicon.



7.6 Integrated Circuits for Strip Detectors 207

In some cases the silicon layer thickness is increased by epitaxial growth tech-
niques, so that devices requiring a larger depth, such as JFETs, can also be
implemented.

SOI technology allows a larger packing density of electronics than is possible
with bulk techniques. Furthermore parasitic capacitances of interconnections
are reduced because the insulator is much thicker than the field oxide in MOS
or CMOS techniques. A potential problem is due to the undefined conditions on
the buried Si−SiO2 interface and on the side edges of the silicon islands. These
problems can, however, be avoided by proper design of the circuit elements.

7.5.5 Mixed Technologies

The desire for making use of complementary features of devices on the same
electronic circuit has led to the development of sophisticated combined tech-
nologies. BICMOS combines the advantages of low power consumption provided
by CMOS and the large current-driving capabilities and speed of bipolar tran-
sistors. Recently, technologies implementing in addition JFET transistors have
been developed. JFET transistors are of interest because of their good 1/f noise
behavior and their intrinsic radiation-hardness. Some of these technologies are
available in an SOI version.

7.6 Integrated Circuits for Strip Detectors

The development of integrated detector readout electronics was initiated by
the simultaneous requirements of high density, low power and low noise for
use with silicon strip detectors in the tight spatial environment of elementary
particle physics collider experiments.

This development was started in Germany (Hofmann et al. 1984; Buttler
et al. 1988) and first implemented in an experiment in the USA (Walker et
al. 1984). Meanwhile, many circuits have been developed for this purpose, the
basic principle of essentially all of them being:

• parallel amplification using a charge-sensitive amplifier at each input;
• parallel signal filtering combined with second-stage amplification and par-

allel storing within capacitive hold circuits; and
• serial readout through one single output channel.

The various circuits partially have special properties, such as: sparse readout
(Kleinfelder et al. 1988), in which strips without signal are suppressed; slow
continuous signal filtering, which simultaneously delays the signal until the
arrival of an external signal (Beuville et al. 1990); and very low serial noise
with extremely slow filtering (Toker et al. 1994).

The first of these developments, containing as it does most of the features
of later projects, will be taken as an example. The basic functional principle
of a single channel is shown in Fig. 7.30. It consists of two charge-sensitive
amplifiers, each of them followed by a source follower, and four sets of capacitors
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Fig. 7.30. Single channel readout schematics of the CAMEX64 strip detector readout circuit

and switches that connect the output of the first amplifier with the input of the
second amplifier. The circuit is rather similar to the one shown in Fig. 7.19 and
described in Sect. 7.3.3, but the essential difference is the fourfold multiplication
of the capacitive coupling between the amplifiers. In this way it is possible to
perform fourfold double-correlated sampling at times that are shifted relative
to each other. This procedure provides a good approximation to trapezoidal
shaping, which means averaging the output over time intervals before and after
signal arrival and taking the difference between the averaged samples.

The switching sequence that performs this function is the following:

• Close R1 and R2. The charge on the feedback capacitances Cf1 and Cf2 is
cleared.

• Open R1: Some (unwanted) charge will be injected into the input by the
switching procedure, producing an offset in U1.

• Close and open in sequence S1 to S4. The U1 offset values at the four times
t1 to t4 will be stored on the four capacitors Cs.

• Open switch R2. A small offset voltage appears at the output.
• Deposit signal charge Qsig at input. U1 changes by an amount of ∆U2 =
Qsig/Cf .

• Close and open S1 to S4 in sequence at times t′1 to t′4. A charge Ci∆U2i is
inserted into the second amplifier at each sample. The total output voltage
is 4Cs∆U2 = Qsig4

Cs

Cf1Cf2
.

The complete chip, containing 64 channels, also comprises additional elec-
tronics, as shown in Fig. 7.31. Three test inputs allow deposition of a defined
charge through test capacitors. Digital steering signals are regenerated by com-
parators. The decoder switches one signal at a time on the single output line
where a driving circuit for the external load is attached. A circuit diagram valid
for both amplifiers is shown in Fig. 7.32.

While the circuits mentioned so far are mainly designed for moderate speed
of applications in low-radiation environments, recently a large amount of effort
has been put into high speed operation and radiation hardness. This effort
is due to planned use in elementary particle experiments at high luminos-
ity accelerators, in particular at the Large Hadron Collider (LHC) at CERN,
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Fig. 7.31. Block diagram of the CAMEX64 strip-detector readout chip

Geneva, Switzerland. In these applications, the time difference between con-
secutive crossings of particle bunches (25 ns) is much shorter than the time it
takes to decide whether or not the data of a particular event needs to be kept
(trigger delay ≈ 2µs). Therefore it is necessary not only to have fast ampli-
fiers but in addition to store the recorded information for roughly one hundred
crossings of particle bunches. As signal shaping with the MOS devices presently
available is somewhat above the needed requirement of 20 ns, two different ap-
proaches are being taken for amplification. The straightforward method uses
bipolar transistors in the amplifier (Anghinolfi et al. 1997). Alternatively, in
the “deconvolution method” (Gadomski et al. 1992) a moderate speed (75 ns)
CMOS amplifier is used and the output is sampled in 25 ns time intervals.
The equivalent of 25 ns shaping is reconstructed via analog manipulation of
the sampled signals. Both approaches use “circular” buffers into which the
sampled data or the reconstructed signals are written in analog form. In some
approaches a discrimination step precedes the storing and the information is
kept in binary form only. Delayed reading of selected data out of the circular
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Fig. 7.32. Circuit diagram of the amplifier, including source follower and biasing circuit, of
the CAMEX64 strip-detector readout chip

buffer is done in parallel with data recording. The devices are produced using
a commercial radiation-hard technology. One of these technologies (see Den-
tan et al. 1996) has been developed in close relation to applications in particle
physics.

7.7 Integrated Circuits for Pixel Detectors

Hybrid pixel detectors, as will be described more fully in Chap. 8, are con-
structed from separate detector and electronics chips. The detector consists
of a two-dimensional array of diodes, and the electronics of a geometrically
matching array of electronics circuits. The connection between the two chips
is done by the so-called “flip chip” bonding technique. The chips are mounted
face to face. Tiny bumps of indium, gold, solder or conducting glue provide the
electrical connection between the detector and its electronics. Depending on the
application, the electronics has to provide several functions for each individual
cell, and may include such things as:

• signal charge amplification;
• noise filtering and signal storage for later readout;
• applying a signal threshold and setting a marker for the readout cycle; and
• the restoration of the pixel electronics after readout or, in the absence of

a readout request, after a finite delay.

These functions have to be implemented in an area which is smaller than the
pixel size as additional space is needed for readout control and signal bussing.

A variety of architectures have been proposed for the readout. In essentially
all of them sparse readout, namely the skipping over empty pixels, is foreseen.
Most of them are “column-based stuctures”, where each column of pixels is



7.8 Noise in Strip Detectors – Front-End Systems 211

treated separately and the result of the readout stored in an end-of-column
buffer that can be read out asynchronously to the data capture. The advantage
of the column structure with respect to an “x-y” structure is in the tolerance
of malfunctionings: an error in one pixel will usually affect only one column
rather than the whole device.

In some concepts only the information in the cell which had a signal above
a preset threshold is kept; in others the signal height is also stored. The signal
height can be measured by restoring the input of a charge-sensitive amplifier
with a constant current and measuring the time it takes until the output voltage
goes back below a preset threshold.

The development of pixel electronics is still in its early stages. One devel-
opment has made it so far into real application (Heijne et al. 1994 and 1996).
In this digital scheme, crossing a threshold sets a bit in each cell with a signal.
This bit is sent through a delay line with fixed delay, matching the expected
trigger delay. If a trigger coincides with the delayed bit, the address of the pixel
cell is recorded and sent to the readout buffer.

In similar fashion to strip detectors, a large amount effort is now being
put into developments aimed at high speed and radiation hardness for the
new colliders. Rather sophisticated logic has to be implemented in the readout
to associate the delayed trigger with the signals of the correct time slot. In
addition, the radiation exposure is approximately one order of magnitude higher
than for strip detectors at their respective positions in the experiments.

7.8 Noise in Strip Detectors – Front-End Systems

While the basic physics of electronics noise was discussed in Sect. 7.2, noise in
strip detectors was only peripherally touched on in Chap. 6. A thorough analysis
of noise is fairly complex as it involves noise sources in the basic detector, in
the front-end amplifier, and in the biasing network supplying the detector’s
reverse-bias voltage and the sink for the detector leakage current. In addition,
strips cannot be treated separately from each other as noise generated in one
strip is also partially seen in neighboring strips. This noise correlation is due
to the built-in capacitances between neighboring strips.

We will analyze, as an example, a capacitively coupled strip detector. We
first assume that every strip is read out individually, and we then consider
the somewhat more complicated case of capacitive charge division. A symbolic
circuit diagram for the latter case, with one charge-division strip between the
readout strips, is shown in Fig. 7.33.
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Fig. 7.33. Circuit diagram of a capacitively coupled strip detector with integrated biasing
structure and capacitive charge division using one charge-division strip in between adjacent
readout strips. A charge-sensitive amplifier is connected to each readout strip. Cc is the
coupling capacitor implemented onto the detector by the strip implant–oxide–metal strip
structure; Cs and Cg are the naturally occuring strip-to-strip and strip-to-earth (backplane)
capacitances respectively. As the coupling capacitance Cc is much larger than the strip-
to-strip capacitance Cs, capacitance between metal and neighboring strip can be lumped
together with capacitance between strip implant and neighbor strip to a single capacitance Cs.
Capacitances between non-neighboring strips are ignored in this consideration. Each strip is
connected to a (usually built-in) biasing circuit that provides the bias voltage and removes
the charge collected at the strip

7.8.1 Biasing Circuits

Before turning to the questions of noise in the example we shall examine, we
will have to consider in more detail the biasing methods. In its simplest form the
biasing circuit is a simple resistor, frequently realized as a polysilicon structure.
Considerable simplification in detector-processing technology is obtained with
a punch-through structure located at the end of the strip, such as is shown in
Fig. 7.34.

The working mechanism of a punch-through structure depends on the po-
tential that is established on the outer oxide surface. For bare oxide this poten-
tial will adjust to a value close to (and between) the potentials of neighboring
electrodes, which in the top part of the figure are the metal strip (usually con-
nected to an amplifier input) and the bias contact. For differing potentials of
the neighboring electrodes, there will be a surface voltage gradient on top of
the bare oxide, the potential distribution depending on the usually uncontrolled
surface resistivity. Depending on the order of magnitude of the surface resistiv-
ity, it can take a very long time – minutes or even days – until an equilibrium
distribution is reached.

A structure in which the surface potential can be controlled is shown in
Fig. 7.34b. Here the oxide surface is covered by a metal electrode to which an
external independent voltage can be applied. This MOSFET structure (using
the thick “field oxide” as the gate insulator) is often referred to as a FOXFET
structure.

Depending on the applied voltages, this structure can be operated in the
punch-through mode or in the surface-channel mode. In the punch-through
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Fig. 7.34a,b. Punch-through biasing structure with bare oxide (a) and oxide covered by a metal
gate (b). The outer oxide surface voltage adjusts to such a value that the punch-through
current flows at finite depth across a potential barrier from the strip towards the bias contact.
If the surface voltage can be externally controlled, as is the case in (b), the depth of the
channel can be controlled. It is then also possible to adjust to zero depth, thus arriving at
the function of a MOSFET operating for small leakage currents in weak inversion

mode the surface channel is blocked and for high enough potential difference
between bias contact and strip implant a hole current will flow from the strip
through the bulk towards the bias electrode. The strip implant voltage will
adjust itself so as to equalize the leakage current collected by the strip with
the bias current. The surface-channel operational mode is equivalent to that of
a MOSFET, with the strip implant representing the source and the bias implant
the drain. One can then adjust the gate voltage in such a way as to operate
the transistor in saturation (|VD − VG| > |VD, sat − VG, eff |) or in the threshold
region (|VD − VG| < |VD, sat − VG, eff |). The latter situation is similar to having
a bias resistor formed by the channel charge layer. The voltage drop along the
channel will be small and a rather long channel geometry (≥ 100µm) has to
be chosen in order to produce bias resistors with sufficiently high resistance.

As the working principles of transistors have been dealt in considerable
detail already, we turn now to the punch-through mechanism before turning to
noise considerations.

The Punch-Through Mechanism
We consider a situation in which positive charge carriers from one highly doped
p region move to another highly doped p region at lower potential across a po-
tential barrier. This is the case in, for instance, the punch-through structure
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of Fig. 7.34, where a curved punch-through channel in the bulk is indicated.
For reasons of clarity and simplification, a one-dimensional approximation of
a channel with cross-section A and channel length L will be analyzed.

The channel potential as a function of the position y along the channel is
shown in Fig. 7.35. As we are restricting our analysis to situations in which the
current stays small (this is the case for not too small a barrier height), we can
expect that, for sufficiently large distance from the barrier peak, both to the
right and left, the hole density is close to the thermal equilibrium distribution
taken with respect to the corresponding p+ region, and that any movement
across the peak is by diffusion only. The situation is similar to that of a tran-
sistor in weak inversion, which was dealt with in Sect. 7.1.4.

Fig. 7.35. Approximation of the channel potential by a step function

We will generalize the formalism used in that section in such a way as to
treat the whole channel region in a uniform manner. The continually changing
potential is approximated by a step function ψi in interval ∆yi (Fig. 7.35) and
the charge transport within each interval is assumed to be due to diffusion only.

Calling pi the hole concentration at the left side of interval i, and p′i the
similar concentation at the right, we have from (7.1.77):

I = −qADp
pi − p′i
∆yi

(7.8.1)

p′i = pi − α∆yi , with α = −
I

qADp
. (7.8.2)

(Note that I is negative for a p-channel device if the sign convention from
transistors is kept.)

The relationship between charge densities before and after interval bound-
aries is assumed to follow quasi-equilibrium conditions:

pi = p′i−1 exp

(
−

ψi − ψi−1

VT

)
, (7.8.3)
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where VT = kT
q

the thermal voltage, and ψi the potential in the interval i.
Successive application of these relations, starting from the source side at x = 0
with potential ψS and hole density p0 towards the drain with ψD at x = L,
leads to

p1 = p0 exp

(
−

ψ1 − ψS

VT

)

p′1 = p0 exp

(
−

ψ1 − ψS

VT

)
− α∆y1

p2 = p0 exp

(
−

ψ2 − ψS

VT

)
− α∆y1 exp

(
−

ψ2 − ψ1

VT

)

p′2 = p0 exp

(
−

ψ2 − ψS

VT

)
− α

[
∆y1 exp

(
−

ψ2 − ψ1

VT

)
− ∆y2

]

p′i = p0 exp

(
−

ψi − ψS

VT

)
− α

i∑
k=1

∆yk exp

(
−

ψi − ψk

VT

)
. (7.8.4)

Making the transition to infinitesimally small intervals, this relation is rewritten
as

p(y) = p0 exp

(
−
ψ(y) − ψS

VT

)
− α

∫ y

η=0

exp

(
−
ψ(y) − ψ(η)

VT

)
dη . (7.8.5)

The value of α, and the punch-through current I ≡ −qADpα can be found from
the requirement that the hole concentration at the drain is given by p(L) = p0:

α = p0

exp(−ψD−ψS

VT
) − 1∫ L

η=0
exp(−ψD−ψ(η)

VT
) dη

(7.8.6)

I = −qADpp0

1 − exp(−ψS−ψD

VT
)∫ L

η=0
exp(−ψS−ψ(η)

VT
) dη

. (7.8.7)

The integral in the denominator is dominated by the region around the po-
tential peak. The influence of the drain voltage on the current is determined
not by the term in the numerator but indirectly by the change in the potential
barrier height, which enters exponentially into the integral in the denominator.

Note that this analysis is well suited for determining the current that is
determined by diffusion across the barrier, but not for finding the charge-transit
time through the total length of the channel. This is because in the region
beyond the barrier excess carriers will be moved by drift in the electric field,
which has been ignored in our treatment.

Example 7.5
Problem: Find the punch-through current as a function of the barrier height
VB = ψmax − ψS for a parabolic form of the potential barrier, the barrier
maximum being at a distance yB from the source, and the channel length L
being large with respect to the source–barrier distance.



216 7 The Electronics of the Readout Function

Solution: Setting the source potential to zero, the potential as a function of
position is given as

ψ(y) = VB

[
1 −

(y − yB)2

y2
B

]
.

As L 	 yB, ψS−ψD 	 VT and the exponential term in the numerator of (7.8.7)
can be ignored. It remains therefore to evaluate the integral in the denominator:∫ L

y=0

exp

(
ψ(y)

VT

)
dy

=

∫ L

y=0

exp

⎛
⎝VB

[
1 − (y−yB)2

y2
B

]
VT

⎞
⎠ dy

=
√
VT/VB yB exp

(
VB

VT

)∫ (L/yB−1)
√

VB/VT

−
√

VB/VT

e−η2

dη

≈
√
VT/VB yB exp

(
VB

VT

)∫ ∞

−
√

VB/VT

e−η2

dη

=
√
VT/VB yB exp

(
VB

VT

)
√
πerf(
√
VB/VT) .

Here we have made the parameter transformation y−yB

yB

√
VB

VT
= η and have

extended the integration interval from L to ∞.
Substituting this expression into (7.8.7), we obtain, with the additional

assumption ψS − ψD 	 VT:

I = −qADpp0
1

yB

√
VB/VT

√
πerf(
√
VB/VT)

exp

(
−

VB

VT

)
.

The current is roughly exponentially dependent on the ratio between barrier
height VB and thermal voltage VT ≡ kT/q. It is inversely proportional to the
distance of the parabolic barrier maximum from the source yB.

7.8.2 Noise in Biasing Circuits

Biasing circuits by their very nature generate parallel noise because the fluctu-
ations of the bias current are fed into the amplifier input in exactly the same
way as is the case for the detector leakage current. The noise charge is given by
these current fluctuations integrated over time, with some weighting function
that reflects the filtering properties of the amplifier.

An equivalent circuit diagram for a capacitively coupled detector connected
to a charge-sensitive amplifier is shown in Fig. 7.36. Noise sources are the am-
plifier serial noise voltage un, which represents the noise sources within the
amplifier, the shot noise of the detector leakage current iD,n, and the noise
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Fig. 7.36. Equivalent circuit diagram for a capacitively coupled detector connected to a charge-
sensitive amplifier. The detector is represented by a revesely biased diode in parallel with
a capacitor and a (shot) noise current source

current of the biasing circuit ib,n. While the amplifier (serial) noise voltage
produces an apparent output signal corresponding to a charge which is depen-
dent on the (detector) capacitance (see Sect. 7.3.3), the signal of the parallel
noise current sources iD,n and ib,n is the time integral of the current flowing
into the amplifier. While the detector leakage current can be essentially shot
noise, exhibiting a white current noise spectrum, both the serial amplifier noise
as well as the bias current noise may have a noticeable low-frequency noise
component, which for simplicity we will assume is described by a 1/f noise
power density spectrum.

Even without a full analysis we can draw some conclusions about the de-
pendence of the noise on the signal shaping time. Referring back to Sect. 7.3.3,
we have found that white parallel noise scales with the square root of the fil-
tering time constant

√
τ while white serial noise scales with 1/

√
τ (see (7.3.5)

to (7.3.7)). This difference of a factor τ reflects the time integration. 1/f noise
therefore can also be scaled from 1/f -series noise, leading to a noise dependence
of

N/Swhite, serial ∝
1
√
τ

(7.8.8)

N/S1/f, serial ∝ 1

N/Swhite, parallel ∝
√
τ

N/S1/f, parallel ∝ τ .

In the following the noise mechanisms and their noise power spectra will be
discussed. For low-frequency noise that is due to trapping and detrapping (see
Sect. 7.2.4), the considerations will be restricted to discussion of the RTS am-
plitudes due to single traps and will leave aside the capture and emission prob-
abilities and any averaging over many traps.
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Resistive Biasing
In the ideal – and often almost realistic – case, a resistor has negligible low-
frequency (1/f) noise and can therefore be represented by an idealized resistor
with a parallel noise current source of noise spectrum given by

d〈i2n〉

df
= 4kT/R . (7.8.9)

Note the independence of this spectrum on the bias current.

Example 7.6
Problem: The frequency spectrum of the biasing resistor has the same form
as that of a shot noise (7.2.3). Find the bias resistance which at T = 300K
produces the same noise as a 1µA detector leakage current.
Solution: Setting (7.8.9) and (2.2.3) equal one has

4kT

R
= 2Iq R =

4kT

2q

1

I
= 2VT/I .

This leads at room temperature and for a 1µA current to
R = 2 × 0.0259V/106 A = 52kΩ.

Biasing by a Field Effect Transistor
The noise properties of a field effect transistor operating in strong inversion
have been derived in Sect. 7.2.4. Thermal noise – due to channel resistance –
has been found to depend on the transconductance gm (see (7.2.9)) according
to:

d〈i2n〉

df
= 4kTgm

〈Qc〉

Qc(y = 0)
, (7.8.10)

similar to a resistor with resistance 1
gm

modified by the ratio between average

channel surface charge density 〈Qc〉 and density at the source end of the chan-
nel. This factor is close to one in threshold mode of operation and drops to 2/3
in the saturation region. For a MOSFET in strong inversion, gm is given by
(7.1.76).

It is interesting to consider the result obtained when the same equation
(7.8.10) is applied to a transistor’s biasing circuit working in weak inversion
(subthreshold) mode. Taking the transconductance gm = I/VT = Iq/kT from
(7.1.80) and assuming that the transistor operates in the saturation region

( 〈Qc〉
Qc(0)

= 1
2 ), we obtain

d〈i2n〉

df
= 4kT

Iq

kT

1

2
= 2qI . (7.8.11)

This is just the shot noise of the bias current and corresponds to the expectation
for the case of very low current when the average number of carriers in the



7.8 Noise in Strip Detectors – Front-End Systems 219

channel is below one, so that the probability for crossing the channel for each
carrier is not reduced by the presence of another carrier within the channel.

We therefore can assume general validity of (7.8.10) for thermal noise, both
for weak and strong inversion operation.

Turning now to low-frequency noise, we recall that for strong inversion
operation the noise has been parameterized as a gate noise voltage with
a noise power spectrum given in (7.2.21). Multiplying this expression with the
transconductance, we obtain the bias current noise power spectrum:

d〈i2n〉

df
= gm

Af

f
= gm

KF

WLC2
ox

1

f
. (7.8.12)

To see if such a parameterization is also reasonable for subthreshold operation,
we must also consider the effect that a charge positioned at a fixed point in the
channel has on the transistor current. For strong inversion this has already been
done in Sect. 7.2.4. We will now look at weak inversion operation of a p-channel
MOS transistor. We spread the charge q over the full width and a length ∆y
of the channel, so that the channel potential changes in this region by

∆ψc =
q

W∆yCox
, (7.8.13)

as shown in Fig. 7.37.
We can apply (7.8.7) to this form of potential and find the diffusion current

as

I = − qADpp0
1 − e

−
ψS−ψD

VT∫ L
η=0

e
−

ψS−ψc
VT dη +

∫ yt+∆y

η=yt

[
e
−

ψS−ψc−∆ψc
VT − e

−
ψS−ψc

VT

]
dη

= − qADpp0
1 − e

−
ψS−ψD

VT

e
−

ψS−ψc
VT

[
L + ∆ψc

VT
∆y
]

= − qADpp0e
−

ψc−ψS
VT

1 − e
−

ψS−ψD
VT

L

1

1 + q
LWCoxVT

= I0
1

1 + q
LWCoxVT

≈ I0

(
1 −

q

LWCoxVT

)
(7.8.14)

I0 = − qADpp0e
−

ψc−ψS
VT

1 − e
−

ψS−ψD
VT

L
.

The current I0 is calculated for the case that only a single charge carrier is
present at a time in the channel. The difference ∆I = I−I0 between the current
with and without an additional charge carrier (trapped) in the channel, being
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Fig. 7.37. Effect of a charge q located in the channel of a transistor working in weak inversion.
The charge located at position yt will increase the potential barrier for the other charges
diffusing through the channel

also the RTS (random telegraph signal; see Sect. 7.2.4) noise signal amplitude,

becomes with the transconductance in subthreshold operation gm = |I|
VT

(see
(7.1.80))

∆Iweak = I − I0 ≈ −I0
q

LWCoxVT
= −gm

q

LWCox
. (7.8.15)

The effect of a trapped charge in the channel can also be described by a gate
voltage change of

∆VG,weak = −
q

LWCox
= −

q

CG
.

The reduction of the current due to the potential change of mobile carriers
present in the channel has two consequences: first, the current rises slower
than the exponential rate of the the gate voltage or the channel potential ψc;
secondly, the statistical fluctuation of the current will be damped, since the
presence of one carrier in the channel will reduce the probability of other carriers
crossing the channel.

We will now obtain the RTS current amplitude in strong inversion using
the results of Sect. 7.2.4. The current change due to one single charge trapped
in a MOSFET operating in strong inversion was given in (7.2.13) as

∆I =
q

L
ν(yt) =

q

L

I

Qc(yt)W
=

qI

LWQc(0)

Qc(0)

Qc(yt)

=
I

LWCox

q

VG, eff

Qc(0)

Qc(yt)
. (7.8.16)

Here we have used the relations between current and velocity I = WqQcν and
between channel surface charge density Qc and gate voltage – taken at the
source end of the channel Qs(0) = CoxVG, eff .
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At saturation one has VD = VG, eff and obtains from (7.1.75) and (7.1.76)
the effective gate voltage and transconductance expressed as a function of the
drain current:

VG, eff = VD,sat = −

√
2L

WµpCox
(−ID,sat)

gm, sat =

√
2
W

L
µpCox(−ID,sat) .

Thus for strong inversion and operation in saturation the current change due
to a single trapped charge at position yt in the channel becomes

∆Istrong =
ID,sat

LWCox

q

VG, eff

Qc(0)

Qc(yt)
=
√
−ID,sat

q

L

√
µp

2WLCox

Qc(0)

Qc(yt)

= gm, sat
q

LWCox

Qc(0)

2Qc(yt)
. (7.8.17)

This shows that, for strong inversion, the current step is proportional to the
square root of the current, while for weak inversion (see (7.8.15)) it rises linearly
with I, just as is the case for transconductance.

A difference is also seen in the position dependence. While for weak inversion
the RTS amplitude is independent of the position, this is not the case for strong
inversion operation. Near the center region of the channel, where the channel
surface charge density Qc(yt) ≈

1
2Qc(0), both formulas give identical results.

It is therefore reasonable to assume that the low-frequency (1/f) noise par-
ameterization can be extended to the subthreshold operational mode and the
parameterization of (7.8.12) can be applied here.

Noise with Punch-Through Biasing
Noise in punch-through biasing at low bias current can be considered in a simi-
lar way to weak inversion FET biasing, the difference being the replacement of
the single-step potential barrier by a variable-height barrier, as shown in Figs.
7.10 and 7.35 respectively.

Again, we must look at the change in potential and as a consequence also
in the current, when a charge q is put somewhere close to the channel. Here,
we encounter the difficulty that the potential change will not be restricted to
a small region around the position of this charge, but will extend over a larger
region. While for the FET case the potential change could be simply estimated
from a one-dimensional calculation, a more sophisticated analysis is necessary
for the punch-through case. We will leave aside the question of the method
of calculating the potential change ∆ψ(y, yt) for a charge located at a specific
position yt in the vicinity of the channel. Again we assume that the channel is
of constant cross-section A, as was done in Sect. 7.8.1.

Calling I0 and ψ0(y) the current and potential without the charge q being
close to the channel, and calling I ≡ I0 + ∆I and ψ(y) ≡ ψ0(y) + ∆ψ(y, yt)
the same quantities with charge q being present at position yt, we find from
(7.8.7):
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I = − qADpp0

1 − exp(−ψS−ψD

VT
)∫ L

y=0
exp(−ψS−ψ0(y)−∆ψ(y,yt)

VT
) dy

≈ − qADpp0

1 − exp(−ψS−ψD

VT
)∫ L

y=0
exp(−ψS−ψ0(y)

VT
)
[
1 + ∆ψ(y,yt)

VT

]
dy

= I0
1

1 +
∫ L
y=0

∆ψ(y,yt)
VT

exp(−ψS−ψ0(y)
VT

) dy/
∫ L
y=0

exp(−ψS−ψ0(y)
VT

) dy
.

Here we have taken the approximation e
∆ψ
VT ≈ 1+ ∆ψ

VT
. The current change thus

becomes:

∆I(yt) ≈ −I0

∫ L
y=0

∆ψ(y,yt)
VT

exp(ψ0(y)−ψS

VT
) dy∫ L

y=0
exp(ψ0(y)−ψS

VT
) dy

.

The current change is seen to be proportional to the current, as was the case
for a weak-inversion FET. We can also see that the potential change ∆ψ is
weighted with an exponential function of the potential barrier, so that only
the potential change in the vicinity of the barrier peak (where the channel
potential remains within a few times the thermal voltage VT from the peak
value) is relevant for the current change.

Turning now to thermal noise, we have the equivalent situation as was the
case for weak-inversion FET biasing: at very low current, when on average less
than one charge carrier is present in the peak region, each charge carrier passes
the barrier by diffusion independently from other carriers. One therefore will
have the shot noise from the bias current. At higher current, the charge carriers
already in the barrier region will raise the barrier height and therefore reduce
the probability for further carriers to pass the barrier. An upward fluctuation
of charge carriers in the channel will diminish the probability of further car-
riers passing the barrier. This negative feedback will thus reduce the current
fluctuations below the value expected from simple shot noise.

The situation is qualitatively similar to that of MOSFET biasing of a gate
length resembling the peak region of the punch-through device. An important
difference with respect to weak-inversion MOSFET biasing is the separation of
the bias current path from the oxide surface. Noise will therefore be mainly due
to trapping in the bulk region, while for enhancement FET biasing traps in the
oxide reached by tunneling will be dominant. Futhermore, trapping outside the
peak region will still change the potential peak and therefore the bias current.

7.8.3 Noise Correlations

Noise correlation in strip detectors was already touched upon in Sect. 6.2.3. It is
due to the capacitive network representing the detector, as shown in Fig. 7.33,
which results in a coupling between the inputs of neighboring amplifiers. For
the example shown in Fig. 7.33, in which capacitive charge-division readout is
used, noise correlation exists for both serial and parallel noise.
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Using theoretical arguments, noise correlation in strip detectors due to serial
amplifier noise has been predicted (Lutz 1991) and the general situation with an
arbitrary number of charge-division strips and an arbitrary signal–cluster size
has been dealt with. Here for simplicity we will assume that there is only one
charge-division strip between readout strips and restrict the treatment to two-
strip signal clusters only. Each readout strip is connected to a charge-sensitive
amplifier.

Serial Noise
As discussed in Sect. 7.3.2, series noise is due to noise sources within the am-
plifier – usually dominated by the input transistor – whose effect is represented
by a single noise voltage source in the amplifier input (Fig. 7.17). This noise
voltage is really present at the input, as the voltage of the high-gain (idealized)
amplifier remains zero at the input. Thus an output voltage corresponding to
a noise charge Qn,p = −Un(CD, tot + Cin + Cf) is seen at the proper ampli-
fier, while a charge UnCD, tot is fed into the capacitive network of the detector.
CD, tot is the total capacitance of the strip. Part of the charge fed into the
detector is seen in the neighboring readout channels. Thus serial noise simulta-
neously feeds noise charge of opposite sign into the own and into the neighboring
readout channels.

Fig. 7.38a,b. Serial noise: circuit diagram for a strip detector using charge-sensitive amplifiers
(CSA) for readout of every strip (a) and using capacitive charge division for reading out
every second strip only (b). The noise of the amplifier is represented by a single noise voltage
source Un at the input. Cin and Cf are the amplifier input and feedback capacitances. The
capacitive network of the detector is composed of strip–ground (Cg) and strip–strip (Cs)
capacitances. Capacitances between non-neighboring strips have been ignored. Normally one
has Cs � Cg

We will first consider the simpler case of having each strip read out by
a separate amplifier (Fig. 7.38a). As each amplifier input can be considered to
be virtual ground, the total strip capacitance is

CD, tot = Cg + 2Cs
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and the noise charges at the proper input Qp and those fed to the neighbors
Qs are

Qp = −Un(CD, tot + Cin + Cf) = −Un(Cg + 2Cs + Cin + Cf)

Qs = UnCs .

One thus has

Qp = −2Qs − Un(Cg + Cin + Cf) = −Qs(2 + F ) with

F =
Cg + Cin + Cf

Cs
.

Introducing the factor F = −Qp

Qs
− 2 allows for easy generalization to more

complicated capacitive networks, such as that shown in Fig. 7.38b.
Serial noise correlation adds to the proper noise of a strip contributions

from neighboring strips, which have to be added in quadrature, as the noise
sources from different amplifiers are independent from each other:

Qn,i =Qs,i−1 + Qp,i + Qs,i+1

=Un,i−1Cs − Un,iCs(2 + F ) + Un,i+1Cs

=Cs[Un,i−1 − (2 + F )Un,i + Un,i+1] ,

and so

〈Q2
n,i〉 =C2

s [〈U2
n,i−1〉 + (2 + F )2〈U2

n,i〉 + 〈U2
n,i+1〉]

=C2
s 〈U

2
n〉[1 + (2 + F )2 + 1] .

The last expression assumes equal noise properties of all amplifiers.
Very frequently, especially with charge-division readout (Fig. 7.38b), the

signal charge will be split between two or more neighboring readout channels.
In this case one speaks of a “signal cluster”. The signal is summed over all the
readout channels in the cluster and therefore one also has to consider the noise
in the cluster sum. Considering the two-strip cluster of channels i and i + 1,
one finds the cluster noise charge Qn,c2,i as

Qn,c2,i =Qs,i−1 + Qp,i + Qs,i + Qs,i+1 + Qp,i+1 + Qs,i+2

=Un,i−1Cs + Un,iCs[−(2 + F ) + 1]

+ Un,i+1Cs[1 − (2 + F )] + Un,i+2Cs

=Cs[Un,i−1 − (1 + F )Un,i − (1 + F )Un,i+1 + Un,i+2] ,

and

〈Q2
n,c2,i〉 =C2

s {〈U
2
n,i−1〉 + (1 + F )2[〈U2

n,i〉 + 〈U2
n,i+1〉] + 〈U2

n,i+1〉}

=C2
s 〈U

2
n〉[1 + 2(1 + F )2 + 1] .

Had this calculation been performed with the wrong assumption about absence
of noise correlation, one would have obtained for single-strip noise C2

s 〈U
2
n〉

(2 + F )2, a too low value, and for two-strip cluster noise C2
s 〈U

2
n〉2(2 + F )2,

a too high value.
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Noise correlation also plays a role in position resolution when charge divi-
sion is applied and the position is determined from the signal center of gravity
of the cluster. For a two-strip cluster, the negative correlation in the noise of
neighboring strips leads to a worse position resolution than would be antici-
pated without taking correlation into account.

Parallel Noise
It is interesting to note that, in charge-division readout, parallel noise in neigh-
boring channels is also correlated. This is due to the leakage current and biasing
noise in the charge-division strips. The noise correlation is positive, however, as
the noise signal generated in the charge-division strip is split and transferred
into the two neighboring readout channels. Considering the special case that
there is only one charge-division strip between two readout strips and that read-

out strips and charge-division strips produce exactly the same noise
d〈i2n, par〉

df
from leakage current and biasing, the noise current in a particular readout strip
d〈i2n, rs〉

df will be obtained by quadratically adding the contributions from the two
charge-division strips to the strip proper:

d〈i2n, rs〉

df
=

d〈i2n, par〉

df
[(1/2)2 + 1 + (1/2)2] = 1.5

d〈i2n, par〉

df
.

For a two-strip cluster, the two side charge-interpolation strips enter with half
amplitude while the intermediate charge-interpolation strip enters fully. One
thus has

d〈i2n, clust〉

df
=

d〈i2n, par〉

df
[(1/2)2 + 1 + 1 + 1 + (1/2)2] = 3.5

d〈i2n, par〉

df
.

Both values are slightly below (a factor 1.5/2 and 3.5/4) the values that would
be obtained by connecting the interpolation strips with their neighboring read-
out strips.

7.9 Summary

The treatment of electronics has essentially been restricted to subjects rele-
vant for the detector-front end electronics system. An understanding of this
system requires a knowledge of the physics of both detectors and electronics
input devices. Such an understanding is necessary for the optimization of a sys-
tem’s performance, in particular with respect to noise performance considering
simultaneously speed and power consumption.

The principal function of the device electronics is the amplification of the
detector signals, and the devices almost exclusively used for this purpose are
transistors. Section 7.1 explains the working principles and provides quantita-
tive models for the different types of transistors. These models are based on
an understanding of the physics of the working mechanisms and the introduc-
tion of approximation procedures in order to arrive at fairly simple analytic
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expressions. One thus is able to estimate the change of transistor properties
by variation of transistor parameters such as geometry, doping density and
transistor current. These models – with some further sophistications to de-
scribe properties such as the finite output conductance – are used in circuit
simulation programs.

The bipolar transistor (Sect. 7.1.1) consists of the sequence of one forward-
biased (emitter–base) and one reverse-biased (base–collector) diode. The com-
mon base is so thin that the majority carriers of the emitter diffuse through the
base into the base–collector space-charge region, where they are accelerated to-
wards the collector. For a good transistor only a small fraction (typically 1/100)
of the current is lost in the base by recombination. This lost current appears
as base leakage current. The current–voltage characteristics of emitter current
to base emitter voltage is very similar to that of a forward-biased diode. The
transconductance in very good approximation is given by the ratio of a tran-
sistor’s collector current to its thermal voltage (see (7.1.11)).

While in bipolar transistors both types of charge carriers are important for
the transistor action, in unipolar (field effect) transistors only one type of carrier
participates in the conduction process. The device works in first approximation
like a resistor, with the resistance steered by the potential of the gate.

In juncton field effect transistors (Sect. 7.1.2) the gates (both top and back
gates) are insulated from the conducting channel by the space-charge regions of
the reverse-biased diodes. The channel conductance is varied by changing the
width of the depletion layers and/or the gate–channel reverse-bias voltages.

The insulation of the gate in MOS transistors is accomplished by a genuine
insulator. The gate therefore can take an arbitrary voltage with respect to the
channel and it is possible to build enhancement- and depletion-type MOS tran-
sistors. Depletion-type transistors have a channel connecting source and drain
with the same type of doping as source and drain. They are conducting when
the voltage between gate and source is zero, as are junction field effect transis-
tors. In enhancement-type MOSFETs the conducting channel is an inversion
layer that is formed by application of a suitable voltage on the gate. At zero
gate–source voltage, the enhancement FET is nonconducting. The substrate in
the MOSFET takes the role of the back gate in a JFET; however, quantitatively
its effects can often be ignored compared with that of the MOS gate.

In the derivation of the transistor characteristics, the assumption of the
presence of an electrically neutral channel for depletion-type unipolar transis-
tors and of strong inversion in enhancement-type MOS transistors has been
made. In such a situation, far above threshold, charge transport in the channel
is dominated by drift and the voltage drop along the channel can be found
by Ohm’s law. Rather frequently, transistors are operated in the threshold or
subthreshold region, and this is often done in order to improve on the ratio of
noise and power consumption. Then carrier diffusion along the channel once
more plays an important role. In the case where diffusion becomes dominant
(far below threshold), the transconductance equals that of a bipolar transistor
(see (7.1.80) and (7.1.11)), given by the ratio of transistor current and thermal
voltage. The transconduction in the subthreshold region is proportional to the
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transistor current, while it increases only with the square root of the current
above the threshold region.

Considerable attention has been given to noise. General characteristics of
noise in Sect. 7.2 is followed by a specific discussion of noise sources in transis-
tors (Sect. 7.2.4). Noise in the measurement of charge is treated in Sects. 7.3.2
and 7.3.3. One type of noise is unavoidable, namely the series white noise or
thermal noise, which can be derived from thermodynamic considerations. For
a resistor it can be represented by a serial noise voltage source with a spec-

tral power density
dU2

n

df = 4kTR (see (7.2.1)). In the transistor one divides the
channel into a number of short resistor pieces and obtains, with inclusion of the
interplay of the channel with the gate for the noise voltage source to be put in

the front of the transistor gate,
d〈V 2

n 〉
df = 4kT 2

3
1
gm

(see (7.2.12)). As the serial
noise in a charge-sensitive amplifier is proportional to the serial noise voltage
at the input of the amplifier and the total capacitive load at the input (see
(7.3.3)), one recognizes the need for a high transconductance of the amplifier
input transistor.

The physical origin of low-frequency serial noise is rather complicated. The
basic sources are imperfections in the semiconductor, in the insulator and in the
semiconductor–insulator transition region. Charge carriers can be trapped at
the defect sites and released with some random time delay. While being trapped
they change the electric field and therefore the channel conductance. They thus
modulate the transistor current. Individual traps inside the silicon have defined
characteristic times (which depend not only on the defect characteristics but
also on the carrier densities in the vicinity). The noise spectral density is of
Lorentzian form (see (7.2.19)).

Whereas a changing of the charge state of traps in the semiconductor is
due to direct charge-carrier capture and emission, the change of the charge
state of traps in the oxide requires tunneling. Characteristic times for tunneling
are strongly dependent on the thickness of the barrier. A large number of
traps is present in the oxide and the noise power spectrum is an average of
many Lorentzian spectra, with different characteristic times resulting in an
approximate 1/f spectrum.

Common electronics circuits were presented in Sect. 7.4. Due to space, power
and cost requirements most of the electronics used for semiconductor detector
readout is of the integrated circuit type. A short description of some common
integrated circuit technologies was given in Sect. 7.5. Examples of circuits for
for the readout of strip detectors and pixel detectors were shown in Sects. 7.6
and 7.7.

The last section, Sect. 7.8, was devoted to noise in the strip detector front-
end electronics system. After completing the the description of biasing circuits,
including resistors, FETs and punch-through structures, their noise properties
were investigated. Both white and low-frequency noise sources were consid-
ered. An additional topic concerned the correlation of noise in neighboring
readout channels, which is due to capacitive coupling between the amplifier
inputs through the capacitive network representing the detector.



8 The Integration of Detectors
and Their Electronics

As electronics and detectors are in many cases both built on silicon using similar
technology, it seems natural to try to integrate them on a single wafer. This,
however, brings about some problems, which will be described in this chapter,
together with solutions in Sect. 8.2. In the first section of the chapter we will
consider the more conservative approach of connecting separately processed
detectors with their auxiliary electronics.

8.1 Hybrid Systems of Detectors and Their Electronics

A variety of techniques for connecting detectors and their electronics has been
used, and further development is in progress. Not all of them will be described
here and emphasis will be given to strip and pixel detectors, however, the same
techniques are applicable to other types of detectors such as drift detectors and
CCDs.

As demands and operating conditions for detectors vary significantly, it
is difficult to provide general guidlines on the design of hybrid systems and
technology. Detectors may, for example, work in air or a vacuum, and radiation
may be completely absorbed in the detector or high-energy particles may pene-
trate the detector so that attention has to be given to minimize the amount of
material along the path of the particle in order to reduce scattering. Therefore
only a few examples will be given, so as to allow the reader to draw his or her
own conclusions for a specific application.

General considerations cover the need to:

• avoid excessive capacitance in the connection between detector and elec-
tronics in order to limit serial amplifier noise – this is especially important
for very low capacitance detectors such as drift detectors;

• shield the detector and electronics input connection from capacitively
coupled pickup noise; and

• cool the electronics and sometimes also the detectors.

8.1.1 Strip Detectors

In the early days of development, strip detectors were read out with discrete
or hybrid electronics, each readout channel having its own separate amplifier.
Therefore the fine readout pitch of typically 100µm had to be fanned out to
a pitch suitable for connecting to the electronics, typically 1mm.
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(a) (b)

Fig. 8.1a,b. Photo of the first type of strip detectors used in a high-energy physics experiment.
The left part of the figure (a) shows the assembly up to the connectors for the electronics. The
right part (b) is a closeup of the wire bonding region. The detector size was 24×36 mm2, strip
pitch was 20 µm, and readout pitch was 120 µm when read out from one side only and 60 µm
in the center region, which was read out from both sides. A printed board fanout widened the
pitch to a width where soldering of wires was possible, leading towards a hybrid electronics
system. Connection between detector and fanout was made by ultrasonic wedge bonding.
A total area of roughly one square meter of electronics was needed for the 24× 36mm2 strip
detectors. The assembly was glued to a precision quartz block, which in the experiment was
located on an optical bench

An example of such an arrangement is shown in Fig. 8.1. It is the first strip
detector used in a high-energy physics experiment (Belau et al. 1983b). The
(single-sided) 24× 36mm2 detector produced on a two-inch wafer was glued to
a fiberglass copper fanout, the ends of the lines being gold-plated. Aluminum-
covered detector strips with bond pads of 50µm width were connected to the
fanout lines by ultrasonic wedge bonding with 25µm-diameter aluminum wires.
This method of connection is still the most common. Furthermore, thin copper
wires, providing the connection to the amplifiers, were soldered to the outer
ends of the fanout lines, thus providing mechanical decoupling between detec-
tors and electronics.

With the introduction of specially developed integrated electronics for strip
detector readout, the electronics pitch could be matched to the detector readout
pitch and arrangements were then possible to avoid the fanout and drastically
reduce space requirements. The detector strips were directly bonded to the
electronics inputs. The electronics chips typically contained 64 or 128 electron-
ics channels providing amplification, filtering, parallel storage and sequential
readout. The readout chips required power lines and various control signals
to fulfill their functions. Therefore a ceramic substrate carrying a whole set
of electronics, containing several readout chips, output drivers and sometimes
other electronics generating the logic signals for operating the readout chips,
was attached to a detector to form a complete detector–electronics hybrid.



8.1 Hybrid Systems of Detectors and their Electronics 231

Fig. 8.2. Photo of the first double-sided strip-detector module used in a high-energy physics
experiment. The capacitively coupled 6×6 cm2 double-sided detectors, with orthogonal strip
directions on the two surfaces, are read out with the CAMEX64 readout chip. The matching
readout pitch of 100 µm of detector and electronics allowed direct bonding from detector to
the front-end electronics. The strip pitch is 25 µm on the junction p side and 50 µm on the
ohmic n side. On the p side the electronics is located at the end outside the active area of
the detector, and the readout strips of the two detectors are connected to each other. On the
n side, the electronics hybrid is glued onto the active areas of the two detectors

An example of such an arrangement is shown in Fig. 8.2. Double-sided
detectors with orthogonal strip directions on opposing surfaces have been used.
On one detector side, two detectors are daisy-chained and connected with ultra-
sonic wire bonding to the electronics located at the end. On the other side, the
hybrid is located right on the detector and glued to it, and the detector strips
are again directly connected to the electronics. The front and backside hybrids
are glued back to back and a metal shield is introduced between backside hybrid
and detector so as to prevent pickup in the strips of large amplitude (digital)
signals from the electronics.

8.1.2 Pixel Detectors

Standard pixel detectors consist of two-dimensional diode arrays and electron-
ics, which are usually built on a separate substrate. For each pixel an electronics
channel provides amplification and some other functions such as data storage
and sparse readout (suppression of readout of pixels without signals).

There is a variety of different concepts for the readout, which have been
partially described in Chap. 7 on readout electronics. The geometry provided
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Fig. 8.3. Schematics of a flip-chip pixel detector, showing the attachment of the detector and
readout electronics. (After Shapiro et al. 1989, Fig. 1)

for the electronics channel matches the diode pixel, so that electronics and
detector can be assembled face to face after having one of the devices “flipped”
to the other surface. Each diode is connected to the electronics input pad by
a conducting “bump”. In the earliest versions this bump consisted of indium,
which was deposited and structured on the detector; nowadays, solder and
glueing techniques also exist. This type of “flip-chip” assembling is in a state
of rapid development and has reached a reasonably high level of reliability.
The schematics of a hybrid pixel detector are shown in Fig. 8.3. Photos of

(a) (b)

Fig. 8.4a,b. Photo of the first pixel detector used in a high-energy physics experiment. As the
interesting structures of both detector and electronics are not visible after assembly, a close-
up view of the detector (a) and of electronics with bumps for bonding already applied (b)
are shown separately
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the detector and its electronics (with bond bumps already deposited) used for
the first hybrid pixel detector applied in a high-energy physics experiment are
shown in Fig. 8.4.

8.2 Detector-Technology-Compatible Electronics

The importance of minimizing the capacitive load on the readout electronics
in view of the noise performance of the detector–amplifier system has been
mentioned before. For a drift detector with point anode or a p–n CCD, the
detector capacitance is in the range 10–100 fF while the connection from detec-
tor to the electronics represents a capacitance in the picoFarad range. A large
improvement can therefore be expected from the integration of detector and
its electronics on the same substrate, with simultaneous optimization of the
electronics for low-capacitive load.

The integration of a detector and its electronics is not, however, straightfor-
ward. The difficulties lie in the different types of substrate used and in the in-
compatibility of standard technological processing of detectors and electronics.
Detectors are built on low-doped (high-resistivity) silicon with large minority
carrier (generation) lifetime (assuring low reverse-bias currents). Standard elec-
tronics is built on approximately two orders of magnitude more strongly doped
substrates with several orders of magnitude shorter minority carrier lifetime. As
minority carrier lifetime is not an important parameter for electronics, techno-
logical processes have not been optimized for conserving or even improving this
property, which is endangered by (for example) high-temperature processing.

Additional difficulties arise from double-sided processing, which is needed
for some types of detectors, and the need for electrical insulation of electronics
from the generally fully depleted bulk of the detector. The latter problem can
– in principle – be solved by locating the electronics in a region with doping
type opposite to the detector substrate, thus insulating it from the detector by
a reverse-biassed junction.

The monolithic pixel detector shown in Fig. 8.5 is an interesting example
in which such a solution has been tried. The n-type well within the p substrate
contains the PMOS readout electronics and provides simultaneously a field-
shaping electrode for the collection of the signal electrons. Very small area
(≈ 1mm2) prototype pixel detectors of this construction have been tested in
a particle beam and shown to work (Parker et al. 1994).

This approach leads, however, to a rather complicated technology because
the electronics processing has to be added to the already delicate detector
processing. This is expected to lead to severe yield problems.

In an alternative approach, electronics elements are produced with the same
technological steps that are already used for detector production. As such de-
vices did not exist beforehand, they had to be developed from scratch, inventing
in the process new device structures. The critical element in such an approach
is the first amplifying element, namely the transistor, which is required to have
very good noise performance.
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Fig. 8.5. Monolithic pixel detector prototype. (After Parker et al. 1994, Fig. 2)

An example of such a device is the Single-Sided Junction Field Effect Tran-
sistor (SSJFET), built on fully depleted and highly-resistive silicon (Radeka et
al. 1989; Pinotti et al. 1993). Another example is the DEPFET, to be described
in Chap. 9, and this has in addition detector properties but may also be used
as an amplifier only.

The cross-section of a cylindrically symmetric SSJFET built on n-type sili-
con is shown in Fig. 8.6. The device is surrounded by a p-doped region (labeled
Guard) and also the backside of the wafer is covered by a large-area diode.
These two p regions, together with an n-doped contact on the surface (labeled
Anode), are used to deplete the wafer starting from both wafer surfaces using
the principle of sidewards depletion which in Chap. 6 has led to drift detectors
(Sect. 6.5) and fully depleted p–n CCDs (Sect. 6.6.6). They may also be part of
the detector simultaneously. The proper SSJFET consists of concentrically built

Fig. 8.6. Cross-section of a cylindrically symmetric SSJFET built on n-type silicon. A deep
p implantation has been added to limit the transistor channel on the backside. The same
technological steps are used as in detector fabrication. The volume below the device is fully
depleted
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n+-doped source and drain connected by a deep n-implanted channel which is
steered by a flat p+ gate. The channel is limited on the top by the space-charge
region starting from the top gate and on the back by the space-charge region
extending all the way from the rear diode through the n−-bulk to the n-doped
channel. The complete structure can be produced using the same technological
steps already needed for the production of p–n CCDs (see Sect. 6.6.6).

Transistors originally built this way, i.e. without the deep p layer of Fig. 8.6
showed rather good properties, with the exception of not turning off completely
even when using large negative gate voltages. The reason for this behavior was
the soft boundary of the channel towards the bulk. This problem could be
solved completely and transistor properties improved simultaneously by the
introduction of a buried layer of p doping which limited the channel from the
back and which in normal operating conditions is fully depleted.

Fig. 8.7a,b. Simulation of an SSJFET built on n-type silicon with backside channel limitation:
potential distribution (a) and electron concentration (b). Results are displayed up to a depth
of 35 µm into the substrate. Operating conditions are chosen in the saturation region

Device simulations with the TOSCA program (Gajewski et al. 1992) demon-
strate the functioning of the device. In Fig. 8.7 potential and electron concen-
tration are shown for the device working in the saturation region. The results of
the cylindrically symmetric simulation, with the drain located in the center, are
displayed up to a depth of 35µm. In the electron concentration one notices the
n channel close to the surface connecting source and drain, pinched off near the
drain. Also simulated was the transistor characteristics, which resemble closely
the experimental results displayed in Fig. 8.8.



236 8 The Integration of Detectors and Their Electronics

900

500

0
0 10 20

Fig. 8.8. Experimental results of an SSJFET built on n-type silicon with backside channel
limitation: current–voltage characteristics

Fig. 8.9. Photo of the readout region of a fully depleted p–n CCD consisting of a source
follower and a reset switch in each readout channel. The last part of the proper p–n CCD
region is seen on the bottom of the photo. Charge is transferred to the rectangular anodes at
the end of the channels. Only input and reset transistors have been monolithically integrated
in the detector. The cylindrical transistors are connected to their respective anodes and to
bond pads
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Fig. 8.10. Perspective view of a single-sided structured cylindrical drift chamber with inte-
grated SSJFET transistor, field-shaping electrodes and biasing. The integrated biasing struc-
ture and the method used for draining the surface-generated leakage current are not shown

Other circuit elements such as resistors can also be built, as has been demon-
strated by the development of a complete charge-sensitive amplifier (Rehak et
al. 1990). Implanted resistor structures were used that were insulated from the
surrounding semiconductor region by reverse-biassed diodes. Using these resis-
tors and other circuit elements, all of which can be built without significantly
increasing the complexity of the technology, restricts the freedom in circuit de-
sign. Therefore up to now detector technology-compatible electronics has been
used for first-stage amplification only.

The on-chip readout electronics of a p–n CCD built in this technology is
shown in Fig. 8.9. Only two transistors per readout channel have been mono-
lithically integrated in the detector. Current source and rest of the front-end
electronics are located on a separate chip built in CMOS-JFET electronics.

The quality to be achieved in spectroscopic applications by integrating a de-
tector with its electronics is demonstrated on the device shown in Fig. 8.10.
A single-sided junction field effect transistor (SSJFET) has been integrated into
the center of a single-sided structured cylindrically symmetric drift chamber.
This drift chamber in addition has a built-in structure for biasing the field-
shaping electrodes and a mechanism for leading the electrons generated in the
SiO2–Si surface region towards a draining electrode separated from the signal
anode. The appreciable surface-generated current thus does not contribute to
noise.

In the example shown in Fig. 8.11, the device is enclosed in a hermeti-
cally sealed housing having a thin beryllium radiation entrance window and
a Peltier element for cooling the device in order to reduce the thermally gener-
ated leakage current. The excellent spectroscopic performance achieved at high
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Fig. 8.11. Perspective view of a spectrometric module consisting of a single-sided structured
cylindrical silicon drift chamber with integrated SSJFET transistor, cooled by a Peltier elem-
ent. Modules of this type are used for X-ray fluorescence measurements

Fig. 8.12. Iron 55 spectrum of a 7mm2 single-sided structured cylindrical drift chamber with
integrated SSJFET transistor, taken at −10◦C with shaping time constant of τ = 0.5 µs. The
width FWHM= 147 eV corresponds to an electronic noise of 8 electrons

rate near room temperature is shown in Fig. 8.12. The width of the spectral
lines is due to the statistical fluctuation in the pair-creation process by X-rays
(see Sect. 4.4.1) and the electronics noise (see Sects. 7.2 and 7.3).



9 Detectors with Intrinsic Amplification

Contrary to gas detectors, semiconductor detectors usually provide only the
primary ionization as signal charge. This mode of operation is possible because
of the low energy needed for producing a signal electron (3.6 eV in silicon com-
pared with ≈ 30 eV in gases) and the availability of very low noise electronics.
The measurement of the primary ionization avoids the dependence on gain vari-
ation of the detector and therefore leads to stable operation in spectroscopic
measurements.

High speed and/or very low noise requirements nevertheless may make in-
trinsic amplification of the detectors desirable. A rather old and well known
device is the avalanche diode, with several different operating modes. A more
recent device also possessing intrinsic amplification properties is the DEPFET
(depleted field effect transistor) structure. Both structures and some further
developments will be described in this chapter.

9.1 Avalanche Diode

An avalanche diode possesses a region with a field of sufficient strength so as
to cause multiplication of signal charges (electrons and/or holes) that traverse
the region (see Sect. 2.6.5).

An example of such a device is shown in Fig. 9.1. The base material is lowly
doped p-type silicon. The junction, consisting of a thin highly doped n-type
layer on top of a moderately doped p layer, may also be used as an entrance
window for the radiation, especially when the bulk material is only partially
depleted.

Fig. 9.1. Avalanche diode built on p-type silicon with high field region right below the top
surface
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Fig. 9.2. Amplification region of the avalanche diode shown in Fig. 9.1. Also shown are charge
density, electric field and potential

An enlarged view of the center top region of Fig. 9.1, in which multiplication
takes place, is shown in Fig. 9.2. Also shown are charge density, electric field
and potential for the idealized assumption of uniform doping in the n+, p and
p− regions. The middle p region is fully depleted and the space-charge region
extends partially into the thin n+ top region and the low doped p− bulk. The
maximum of the electric field occurs at the n+–p diode junction.

Electrons produced below the n+–p junction (and holes produced above the
junction) will have to pass the high field region of the junction when driven
by the electric field towards the collecting electrode on top (on bottom) of the
device. If the electric field is strong enough to accelerate electrons (or holes)
between collisions with the lattice imperfections, so that the kinetic energy
is sufficient to create another electron–hole pair, then the primary ionization
charge is amplified.

One important aspect to be considered in designing or operating avalanche
diodes is the different behavior of electrons and holes with respect to charge
multiplication. This is seen in Figs. 3.8 and 9.3, where the ionization rate
as a function of the electric field strength is given for several semiconductor
materials. In silicon, the onset of charge amplification for holes occurs at higher
electric fields than is the case for electrons. The opposite situation appears
in germanium, while in GaAs the difference between electrons and holes is
comparatively small.

Therefore several working regimes exist that vary depending on the strength
of the high electric field region. In the case of silicon one finds:

• at low electric field, no secondary electron–hole pairs are generated. The
device has the characteristics of a simple diode;

• at higher electric field, only electrons are able to generate secondary
electron–hole pairs. The amplified signal will be proportional to the pri-
mary ionization signal, with some statistical fluctuation from the multipli-
cation process added to the fluctuation in the primary ionization process;
and
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Fig. 9.3. Ionization rates at 300 K versus reciprocal electric field for Ge, Si, GaAs, GaP and
InP. (After Wang 1989, p. 479 Fig. 10.4; reference to original literature given there)

• at even higher field, holes will also start to generate secondary electron–
hole pairs. Secondary electrons generated by holes will again pass through
(part of) the amplification region, thereby possibly generating other (ter-
tiary) electron–hole pairs. This avalanche process will continue until it is
either stopped by a statistical fluctuation in the multiplication process or
a sufficiently large drop of the externally supplied voltage. This drop may
be due to the increased current or an external enforcement by, for exam-
ple, a feedback circuit. It should also be mentioned that the generation of
a large number of movable charge carriers in the multiplication region will
reduce the electric field strength and therefore also decrease charge mul-
tiplication in later stages of the avalanche generation. A highly nonlinear
response of the output signal is expected in this operational mode, which
is well suited for single photon detection.
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As the charge multiplication probability is a strong function of the electric
field strength, high uniformity over the active area is required and high field
regions at the edge of the device have to be avoided by proper design of the
device. A possible way is shown in Fig. 9.1: the less strongly doped n region
at the rim leads to a space-charge region extending deeper into the bulk and
simultaneously to a reduction of the maximum field.

If the structure of Fig. 9.1 is to be operated in proportional mode (with
only electrons multiplying), primary charge has to be produced below the high
field multiplication region.

In choosing the width of the depleted region, one has to consider several
partially conflicting requirements. Based on noise considerations, this region
should be large in order to reduce the capacitive load to the amplifier. The
same is true for the detection of deeply penetrating radiation such as x-rays or
highly energetic charged particles. One may even extend the depleted region
all the way to the bottom surface. Then the backside p-doped surface can also
be used as a radiation entrance window. This can be an advantage for low
penetrating radiation such as optical photons, since such an entrance window
can be made rather thin. The disadvantage of a large depleted region is the
large volume available for thermal generation of electron–hole pairs, the elec-
trons being capable of initializing the avalanche process and, depending on the
application, a simultaneous sensitivity to deeply penetrating radiation.

The electric field configuration in the avalanche region is shown in an ideal-
ized way in Fig. 9.2, assuming abrupt doping changes. Such a distribution is not
only unrealistic but also far from optimal for proportional operation. Then one
would like to stay away from breakdown as far as possible but would rather have
an extended amplification region with a lower hole-to-electron multiplication
ratio, as is the case for lower fields. Such a situation can be reached by suitable
doping in the avalanche region (Farell et al. 1994).

The properties of avalanche photodiodes as proportional particle detectors
is discussed in Tapan et al. 1997.

A variety of avalanche detector structures has been developed, most for
applications in optical data transmission. Many of them are based on compound
semiconductors such as GaAs. They often make use of the possibility of varying
the gap width. It is then possible to make the (large gap) avalanche region
transparent for photons with energy below the band gap and convert them in
a deeper lying region with a narrower gap.

Production of avalanche diodes often requires rather sharp doping changes
over short distances, sometimes fairly deep inside the detector. This is difficult
to achieve with the techniques of diffusion and ion implantation. Similar to
bipolar transistor production, it is often necessary to apply epitaxial growth
techniques. As the charge multiplication coefficient is a very strong function
of the electric field, small inhomogeneities in doping and crystal defects in
the avalanche region will have severe effects on device performance: one may
have avalanche breakdown in some regions, while proportional amplification has
still been reached somewhere else. It is therefore extremely difficult to produce
large-area devices (more than a few mm2) with homogeneous properties.
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9.2 Depleted Field Effect Transistor Structure

This structure, which has detector and amplification properties simultaneously,
has been proposed by J. Kemmer and G. Lutz (1987) and experimentally con-
firmed (Kemmer et al. 1990). It is based on the combination of the sidewards de-
pletion principle (as used in a semiconductor drift chamber) and the field effect
transistor principle. The sidewards depletion principle has already been pre-
sented in Sect. 6.5, and the field effect transistors in Sects. 7.1.2 to 7.1.4. They
are again sketched in Fig. 9.4, together with a MOS version of the DEPFET
device.

Fig. 9.4a–c. Concept of DEPFET detector–amplification structure (c) developed by combining
the sideways depletion method (a) with the field effect transistor structure (b)

The sidewards depletion is obtained when diodes are located on both sides
of a wafer and a substrate contact, located somewhere on the side, is polar-
ized in the reverse bias direction with respect to the large-area diode junctions
(Fig. 9.4a). A potential minimum for majority carriers (electrons in n-type sili-
con) forms between the two diode junctions. Its position can be moved towards
the top surface by applying differing potentials to the top and bottom diode
contacts.
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A standard MOS enhancement-type transistor built on top of an undepleted
bulk is shown in Fig. 9.4b. Two diodes (with respect to the semiconductor bulk)
are connected by the transistor channel formed by biasing of the MOS gate in
such a way as to create an inversion layer at the oxide–semiconductor interface.
The conductivity of the channel can be steered not only by the gate voltage
but also by the bulk potential. This latter possibility, which in electronics is
in most circumstances an undesired effect, will be essential for the DEPFET
structure shown in Fig. 9.4c.

There are several ways to explain the functioning of this structure. Starting
from the center transistor structure, one may consider the changes occurring
from the addition of a reversely biased diode on the back of the device. As
long as the space-charge regions below the transistor and on the backside are
separated from each other, no change in the transistor function is expected
(although this is only true in first-order approximations when, for example, the
noise characteristics are not considered). This also applies for the case where
the lower space-charge region just touches the space-charge region below the
transistor and a potential valley is formed below the transistor, as the transistor
characteristics are only dependent on the potential in the valley and not on the
state of depletion or nondepletion below this boundary.

Having now a potential valley for majority carriers (electrons in Fig. 9.4)
below the transistor, we may consider what happens when electron–hole pairs
are created in the depleted bulk below the transistor by ionizing radiation. Mi-
nority carriers (holes) will move towards the surface while the majority carriers
will assemble in the potential valley below the transistor channel. They will
induce charges of roughly the same amount in the channel, thereby increasing
the channel conductance and the transistor current. The DEPFET structure
thus has detector and amplifier properties simultaneously.

9.2.1 Depleted p-Channel MOS Field Effect Transistor
(DEPMOSFET)

It is straightforward to produce a practical detector–amplifier device using the
DEPFET principle if some precautions are taken. They concern the sideways
limits of channel and internal gate, the prevention of carrier injection from
source and drain through the bulk towards the rear bias contact, and the intro-
duction of a clearing mechanism to remove the signal charge from the internal
gate.

In the example shown in Fig. 9.5 the first of the problems has been avoided
altogether by using a closed (cylindrically symmetric) structure. Charge injec-
tion through the bulk to the backside is no problem as long as the potential
valley is far enough from the frontside so that the potential barrier is of the
order of 1V. This requirement, however, may result in a deterioration of the
transistor properties. If the potential valley is at a distance of the order of the
channel length or larger away from the surface, a significant fraction of the
signal charge will be induced in source and drain of the transistor. The effect of
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Fig. 9.5. Cylindrically symmet-
ric PMOS-type DEPFET with
increased substrate doping close
to the surface and integrated
clear structure. (After Kemmer
et al. 1990, Fig.2)

the signal charge on the transistor current will be thereby reduced. Increasing
the bulk doping near the top surface allows the moving of the internal gate
closer to the channel.

Example 9.1
Problem: Find the closest distance of the potential valley to the top surface, in
order to assure a one-volt potential barrier against emission of majority carriers
from the source towards the rear contact. The bulk is assumed to be uniformly
doped with doping density of ND = 1012 cm−3. Which surface doping density
is required to be able to put the valley at 5µm from the channel while keeping
the same potential barrier?
Solution: The situation can be approximated in a one-dimensional fashion and
reduces to the problem of relating depletion depth and applied voltage of a very
assymmetrically doped junction diode. This situation has been dealt with in
Sect. 3.1.2. One obtains from (3.1.5) with NA 	 ND:

d =

√
2εε0
qND

Vb .
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Here the potential difference across the space-charge region, Vbi − V , has been
replaced by the potential difference between source and potential valley Vb.
Putting in numerical values, we derive with Vb = 1V and ND = 1012 cm−3:

d =

√
2 × 11.9 × 8.85 × 10−14 F/cm

1.6 × 10−19 As × 1012 cm−3
1V = 36.3µm .

In order to arrive at a shorter distance, the doping density has to be increased
by the square of the ratio of distances. The necessary doping density ND for
5µm distance is

ND =

(
36.3

5

)2

1012 cm−3 = 5.3 × 1013 cm−3 .

The increase in bulk-type doping near the surface not only solves the prob-
lem of charge injection towards the back side but also confines the signal charge
to a region below the gate, as it is hindered from spreading to the region below
the source. The reason for this lies in the partial compensation of the surface
doping by source and drain implantation, resulting in a potential maximum
inside the bulk right below the gate in which signal electrons assemble. This
region will be called “internal gate”. The situation is shown in Fig. 9.6, where
simulated potential, electron and hole densities are presented for a device in its

Fig. 9.6a–d. Simulated potential (a), electron and hole densities (b and c) of a p-channel
DEPMOS structure in normal operating condition. Also shown are electron (dashed line)
and hole (continuous line) densities in a cut through the gate (d). (After Kemmer et al.
1990, Fig. 3)
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normal operating condition. Also shown is a cut-through the gate perpendicu-
lar to the surface, showing hole and electron densities. The signal electrons are
well separated from the holes forming the channel inversion layer.

The remaining task of removing the signal charge from the internal gate
in the device of Fig. 9.5 is accomplished by a punch-through mechanism. The
n+ doped clear electrode is pulsed to a fairly large positive voltage with respect
to the source, so that the potential barrier for electrons between internal gate
and clear electrode disappears temporarily and the electrons flow from the
internal gate towards the clear electrode.

9.2.2 Electrical Properties and Device Schematics

As is evident from the functional description of the DEPFET at the beginning
of this chapter, the electrical characteristics will be rather similar to that of
standard FETs. The difference is in the space-charge region below the channel,
which in the case of the standard FET (enhancement-type MOSFET in the
example considered so far) extends up to the undepleted bulk, while for the
DEPMOSFET the region between channel and potential valley is of relevance.
While the undepleted bulk is at constant potential, the potential valley varies
as long as it is not filled with signal electrons. For a completely empty internal
gate, the variation of the valley potential will follow closely the variation of the
channel potential, so that for this case the influence of the bulk on the chan-
nel surface-charge density, given by the integral over the space-charge density
between channel and valley, is position-independent.

The simplified characteristics of a standard MOSFET in which the variation
of the depletion depth below the channel has been ignored (see (7.1.72) to
(7.1.76) for p-type and (7.1.67) to (7.1.71) for n-type enhancement-type MOS
devices) is therefore a better starting point for development of a description of
the electrical properties of DEPMOS devices than the more elaborate models
developed for standard field effect transistors.

Recall that in deriving the MOS transistor characteristics in Sect. 7.1.3 we
have started from the situation of source, drain and bulk contacts connected
and the gate held at the flat-band voltage with respect to this common contact.
The potential of the (nondepleted and uniformly doped) bulk in this condition
was defined as zero. Applying an external voltage between source–drain and
bulk contact resulted in a bulk potential change of exactly the same value.
The bulk–source contact voltage equalled the bulk potential. The situation
becomes even more complicated when the bulk doping changes as a function of
position, as will be the case for the DEPMOSFET with the enhanced (deep n)
bulk doping near the surface. This device can also be operated in the standard
undepleted mode. Equation (7.1.72), giving the current voltage characteristics,
is still valid, but the explicit expression (7.1.73) for the effective gate voltage
and the threshold voltage is imprecise.

We will come back to the questions of threshold voltage and on the relation-
ship between Vvalley and backside bias voltage Vback in the case of nonuniform
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bulk doping after considering the effect of a charge collected in the internal
gate on the transistor current.

The easiest way to come to a quantitative answer on the signal is by con-
sideration of charges that are induced in the neighboring conductors, such as
channel, source, drain and backside contact. The induced charge, being equal in
magnitude and opposite in sign to the signal charge, divides in the ratio of the
respective capacitances. For the internal gate being close to the channel, most
of the charge (a fraction f) will be induced in the channel. With the very rough
approximation that this induced charge is uniformly spread over the channel,
the effect is equivalent to an external gate voltage change by an amount of
fQsig/CG with CG = WL Cox, the gate–channel capacitance. With this ap-
proximation the current–voltage characteristics (see (7.1.72)) become

ID = −
W

L
µpCox

{(
f Qsig

CG
+ VG, eff −

VD

2

)
VD

}
, (9.2.1)

VG, eff = VG − VT . (9.2.2)

The threshold voltage VT is the gate voltage necessary for the onset of strong
inversion in the case of an empty internal gate. Its value and its dependence on
the backside bias voltage will be derived below for the condition of nonuniform
bulk doping. The saturation voltage follows from the condition

∂ID
∂VD

= 0 ,

leading to

VD, sat =
f Qsig

CG
+ VG, eff , (9.2.3)

ID, sat =ID(VD, sat) = −
W

L
µpCox

VD, sat
2

2
, (9.2.4)

gm, sat =
∂ID, sat

∂VG, eff

= −
W

L
µpCoxVD, sat =

√
2WµpCox

L

√
−ID, sat , (9.2.5)

gq, sat =
∂ID, sat

∂Qsig
= −

W

L
µpf

Cox

CG
VD, sat = f

√
2µp

WL3Cox

√
−ID, sat . (9.2.6)

Here, in addition to the transconductance of the external gate gm = ∂ID
∂VG

, we

have introduced the charge “steilheit” of the internal gate gq = ∂ID
∂Qsig

.

Returning to the threshold voltage, we define potential zero as the bulk
voltage at the position of the oxide–semiconductor interface at flat-band condi-
tion with source, drain and clear contact connected. At flat-band condition, we
have zero field inside the semiconductor at the semiconductor–insulator bound-
ary. At the onset of strong inversion, the potential at the semiconductor–oxide
interface will have changed from zero to ψs = −2ΨB, two times the original dis-
tance between intrinsic level and Fermi level. Calling ds the distance between
the oxide–semiconductor interface and undepleted region in the internal gate
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(or the electron potential valley for the fully depleted internal gate), the electric
field normal to the surface Es at the interface and the potential in the internal
gate ψvalley can be calculated from the boundary condition of zero field in the
valley:

Es =

∫ ds

0

qND(x)

εε0
dx (9.2.7)

ψvalley − ψs =

∫ ds

0

qND(x)

εε0
xdx . (9.2.8)

As the charge density of the channel is approximated as zero at the onset of
strong inversion, one has for the change of the electric field with respect to the
flat-band condition near the Si−SiO2 boundary:

ε Es = εox∆Eox = εox
VT − Ψs − VFB

dox
,

VT = VFB + ψs −
ε

εox
doxEs = VFB − 2ΨB −

ε

εox
dox

∫ ds

0

qND(x)

εε0
dx . (9.2.9)

The backside potential required for keeping the internal gate at a distance ds

from the top surface is found by integration between valley at x = ds and back
surface at x = dw:

ψvalley − ψback =

∫ dw

ds

qND(x)

εε0
(x− ds) dx . (9.2.10)

Example 9.2
Problem: A p-channel DEPMOS device is built on a n-type silicon substrate
with original doping density ND0 = 1012 cm−3 and thickness of dw = 300µm.
An additional surface bulk doping has been applied with an integrated dose of
Qn,deep = 1011 cm−2 in the silicon and an exponential depth dependence with
average depth of λ = 1µm. The SiO2 thickness is 0.1µm, the flat-band voltage
−2V. Find the gate threshold voltage VT, the potential of the internal gate
and the potential at the backside diode when the internal gate is located at
ds = 2µm depth.

Check if the assumed conditions are reasonable; evaluate at which depth
the internal gate can be positioned in order to arrive at reasonable operating
voltages.
Solution: For λ 
 dw the bulk doping is described as ND(x) = ND0 +
Qn, deep

λ
e−

x
λ , so that the electric field at the silicon boundary and the potential

difference between valley and the Si–SiO2 interface according to (9.2.7) and
(9.2.8) are given as
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Es =
q

εε0

∫ ds

0

[
ND0 +

Qn, deep

λ
e−

x
λ

]
dx

=
q

εε0

[
ND0ds + Qn, deep

(
1 − e−

ds
λ

)]

=
1.6 × 10−19 As

11.9 · 8.854 × 10−14 F/cm

×
[
1012 cm−3 · 2 × 10−4 cm + 1011 cm−2 ·

(
1 − e−2

) ]
=1.518 × 10−7 Vcm ·

[
2 × 108 cm−2 + 0.865 × 1011 cm−2

]
=13.1 × 103 V/cm ;

Ψvalley − Ψs =
q

εε0

∫ ds

0

[
ND0x +

Qn, deep

λ
xe−

x
λ

]
dx

=
q

εε0

[
ND0

d2
s

2
+ Qn, deep

(
λ
(
1 − e−

ds
λ

)
− dse

− ds
λ

)]

=
1.6 × 10−19 As

11.9 · 8.854 × 10−14 F/cm
·
[
1012 cm−3 ·

(2 × 10−4 cm)2

2

+ 1011 cm−2
(
10−4 cm

(
1 − e−2

)
− 2 × 10−4 cm · e−2

)]
=1.518 × 10−7 Vcm

[
2 × 104 cm−1 + 107 cm−1(1 − 0.135 − 0.2706)

]
=0.902V .

The bulk doping directly at the Si − SiO2 interface is ND0 + Qn, deep/λ =
1012 cm−3 + 1011 cm−2/10−4 cm = 1015 cm−3, so that ΨB according to (3.3.1)

is ΨB = kT
q

ln ND

ni
= 0.0259V · ln

(
1015

1.45×1010

)
= 0.289V. The threshold voltage

according to (9.2.9) is then

VT =VFB − 2ΨB −
ε

εox
Esdox

= − 2V − 2· 0.289V +
11.9

3.84
13.1 × 103 V/cm × 10−5 cm

= (−2 − 0.578 − 0.406)V = −2.98V .

The backside potential is obtained from (9.2.10) as

Ψvalley − Ψback =
q

εε0

∫ dw

ds

[
ND0 +

Qn, deep

λ
e−

x
λ

]
(dw − x) dx

=
q

εε0

[
ND0

(dw − ds)
2

2
+ Qn, deep

(
(dw − ds + λ)e−

ds
λ − λe−

dw
λ

)]

=
1.6 × 10−19 As

11.9 · 8.854 × 10−14 F/cm

[
1012 cm−3 (298 × 10−4 cm)2

2

+ 1011 cm−2
(
299 × 10−4 cme−2 − 10−4 cm e−300

)]
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=1.518 × 10−7 Vcm
[
4.44 × 108 cm−1 + 4.047 × 108 cm

]
=(67.4 + 61.4)V = 128.8V .

One notices that with the chosen conditions the electron potential valley
is just deep enough (0.9V) to ensure separation of the signal electrons in the
internal gate from the channel and that the backside bias voltage to be applied
is almost double the full depletion voltage. Shifting the internal gate closer
to the surface would require an increase of the surface bulk doping Qn,deep

combined with a steeper depth dependence.
A much simpler estimate can be used to find these conditions. The backside

voltage can be estimated by the sum of full depletion voltage for the homoge-

neously doped wafer VFD = q
εε0

ND0
d2
w

2 plus the voltage needed for depleting

the tail of the additional bulk doping below the potential valley Qn,deepe−ds/λ,
which is approximately V = q

εε0
Qn,deep e−ds/λdw . It should also be mentioned

that the emission of holes from the source towards the rear contact has to be
prevented. For the surface bulk implantation extending over the source region,
the potential barrier for holes is lower than the electron potential valley depth,
due to partial doping compensation by the source doping.

Fig. 9.7. Device schematic for the p-channel enhancement DEPMOSFET structure

Having understood the working principles of the DEPFETs, it is clear that
we will use the device symbols of standard FETs, adding the additional features,
the steering of the transistor current by the charge assembled in the internal
gate and the clearing mechanism for the internal gate. One obtains for the
p-channel enhancement DEPMOSFET the schematic shown in Fig. 9.7.

9.2.3 Other Types of DEPFET Structures

As the DEPFET differs from the standard FET essentially by depletion of the
substrate from the backside, all types of FETs described in Sect. 7.1.5 have
their analog as DEPFET. The device structures shown in Fig. 7.11 can be
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Fig. 9.8a,b. Device structure of p-channel junction-type DEPJFETs with lateral (a) and verti-
cal (b) punch-through clear structures. The vertical n–p–n+ punch-through clearing structure
uses the same doping structures already present in the transistor part. It can also be used in
continuous operation mode

adapted to the DEPFETs by replacing the backside ohmic substrate contact
with a reverse-biased diode and adding a clear contact.

The clearing method employed in the examples of Fig. 9.4 and Fig. 9.8a is
based on a lateral punch-through mechanism between the internal gate and the
clear contact. A voltage pulse has to be applied to the clear contact in order
to temporarily remove the potential barrier between the internal gate and the
clear contact. It is also possible to use a vertical punch-through mechanism.
This is easily accomplished in a junction-type DEPFET, as shown in Fig. 9.8b.
The deep n doping providing the internal gate extends over a small n+ clear
electrode. The two n regions are electrically separated by a p region with the
same doping concentrations as the channel. Pulsing the clear electrode to pos-
itive voltages will draw the electrons out of the internal gate. The function is
then similar to the lateral punch-through clear structure. An alternative way
of using the structure is the application of a constant positive potential to the
clear electrode, with adjustment in such a way that with a partially filled in-
ternal gate the average current flowing into the internal gate is taken away
through the punch-through structure. The punch-through structure has then a
similar function to the feedback resistor in a charge-sensitive amplifier.

The operational principles, including noise properties of punch-through
structures, have been discussed in the context of strip-detector biasing in
Sect. 7.8. Essentially the same approach can be applied for the DEPFET con-
tinuous clear vertical punch-through structure.



9.2 Depleted Field Effect Transistor Structure 253

An important property of the vertical clear structure is the electrical sepa-
ration of the clear electrode from the charge collection volume. This avoids the
potential danger of signal charges flowing directly to the clear electrode instead
of the internal gate.

Other significant variations are in the topology of such devices. The use of
open (e.g. rectangular) geometries allows the design of smaller structures, with
their advantages in position resolution and decrease in capacitance. Precautions
have to be made, however, to confine the lateral extension of the internal gate,
so as to keep the signal charge below the gate. In addition, the appearance of
high-conducting parasitic channels between source and drain at the edge of the
transistor structure have to be avoided.

9.2.4 DEPFET Properties and Applications

Compared with a standard combination of separated detector and electronics
amplifier, the DEPFET structure has several unique properties:

• the detector is simultaneously the amplifier. From a noise point of view,
detector and amplifier input capacitance do not have to be added for esti-
mating the series noise as is the case in standard detector–amplifier com-
binations. For separated detector and amplifier, the optimum series noise
performance is obtained by equalizing detector and “cold” amplifier input
capacitance. The optimum capacitive input load in standard configura-
tions is therefore twice the detector capacitance, while for the DEPFET
this doubling of series noise does not apply;

• parasitic capacitances from the connection between detector and amplifier
input are omitted;

• the DEPFET gate capacitance can be reduced to very small values, and
this simultaneously increases amplification and reduces serial noise;

• use in pulsed clear mode will completely empty the internal gate, thus
avoiding reset noise due to statistical variation of the residual charge; and

• the signal charge being confined in the potential well of the internal gate
is not destroyed by any reading out of the device, and multiple readout of
the signal charge is therefore possible.

Many applications of DEPFET devices are possible. DEPFETs can be used
as amplifiers of fully depleted devices such as drift chambers or CCDs. In these
cases the charge generated somewhere in the device will be moved laterally
into the internal gate of the DEPFET. The most interesting application is as
an element of a pixel detector. An area of the silicon wafer will be covered with
DEPFET devices and they will be electronically connected in such a way that
individual transistors can be turned on separately, thus measuring the signal
charge collected in the internal gate by comparison of the transistor current
with the value obtained with empty gate.

DEPFET type pixel detectors of this and other concepts will be discussed
in the next section.



254 9 Detectors with Intrinsic Amplification

9.3 DEPFET Pixel Detectors

In contrast to strip detectors, pixel detectors measure unambiguously two co-
ordiates even when several hits are simultaneously present in the detector.
We have already encountered several devices with this property: matrix drift
devices (in Sect. 6.5.2), charge coupled devices (CCDs, in Sect. 6.6) and hybrid
pixel detectors (in Sect. 8.1.2).

All of these devices have advantages and drawbacks. Drift devices need
an external time signal in order to derive the position from the drift time.
In CCDs the signal charge is collected and stored in local potential minima
and then shifted one by one to one or several output nodes. Their drawbacks
are the slow readout speed, signal losses during transfer, and the continuous
sensitivity during transfer, leading to incorrect assignment of position for data
generated during the readout cycle. Hybrid pixel detectors do not have these
disadvantages; however, a full electronics channel is required for each individual
pixel. As the size of the readout electronics in the “flip-chip” technique has to
be matched to the pixel size, only moderately small pixel sizes are possible.
In addition, the capacitive load to the (low power) input amplifier cannot be
made too small (a significant fraction of 1 pF) due to size requirements of the
bump-bond technique.

The DEPFET concept, due to its intrinsic amplification and the possibil-
ity of repeated nondestructive readout, offers the possibility of circumventing
some of these problems. In the following possible applications of the DEPFET
principle, four types of pixel detector are proposed. Two of them (described in
Sects. 9.3.1 and 9.3.3) are under development at present; the others, requiring
more elaborate technology for their realization, exist only as concepts.

9.3.1 DEPFET Pixel Detector with Random Access Readout

In the most straightforward application of DEPFETS for pixel detectors, a large
number of DEPFETs are placed in a two-dimensional matrix array. The devices
can be of the MOS type, as shown in Fig. 9.5, or the junction type as shown
in Fig. 9.8. They are electrically connected in such a way that charge can be
collected simultaneously in all internal gates of the device, while during readout
one transistor is turned on at a time.

An example of how this can be done is shown in Fig. 9.9 for the case of
DEPMOSFETs with pulsed clear structures. Sources are connected in rows,
drains in columns, and gates in a diagonal direction. Turning on an individual
DEPFET requires the application of proper voltages to source gate and drain.
It is thus possible to select a specific DEPFET or a group of DEPFETs (e.g.
a line of DEPFETs) for readout. One can start with a coarse scan of the device
in order to find out the regions of interest, and these can then be investigated
in a follow-up precise scan of the interesting regions. This is possible since the
signal charge is not destroyed by the readout procedure.

A certain problem of the device is due to the fact that the signal charge
is obtained from two measurements of the transistor current taken at different
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Fig. 9.9. Principle of a DEPMOSFET pixel detector with pulsed clearing

times, corresponding to the situations of cleared (empty) and filled internal
gate. Part of the charge obtained this way will be due to the detector leakage
current integrated in the time difference between the two current measurements.
Although it is possible to correct for this effect, the statistical fluctuation of
this leakage current charge remains.

In the device presented in Fig. 9.9, the clearing procedure can also be per-
formed row by row. For pure image applications, an operating mode in which
the device is read out row by row, each readout followed immediately by the
clearing step is also possible. In such a case the signal can be taken as the
difference in current levels before and after the clearing operation.

9.3.2 DEPFET Pixel Detector for Continuous Operation

The development of this concept has been initiated in view of the high-rate
applications in which repeated pulsed clearing is not possible.

The method of continuous clearing shown in Fig. 9.8b is applied and the
DEPFETs are permanently active. In order to limit power consumption they
have to work at very low current. However, as the individual transistors will
show individual differences in the gate threshold voltage, one cannot simply
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Fig. 9.10. Basic cell of a DEPFET pixel detector with vertical punch-through clearing and
threshold compensation suitable for continuously sensitive operation. The signal charge is
stored in the internal gate (1) within the deep-n region (N) having an increased doping
concentration below the external gate (G). While the drain is connected directly to the
outside, the source is coupled through the built-in capacitor formed by the source implant (S),
insulator (oxide, I) and metal electrode (M). Clearing is performed by vertical punch-through
from the internal gate (1) through the channel implant (C) to the clear electrode (L), which
is held at constant potential and thus defines the potential of the partially filled internal gate

operate all DEPFETs with common source and gate voltages but instead has
to find a way to compensate for the individual device variations.

In the device shown in Fig. 9.10 this is accomplished by coupling the source
through an integrated capacitor Cs to a fixed external potential. On the assump-
tion that the transistor was originally in a conducting stage, this capacitor will
be charged until the transistor becomes nonconductive. All of the transistors
will then be just at threshold. If a charge Qsig is deposited in the internal gate
of an individual DEPFET, its channel will become conducting until a charge
Q = Qsig

Cs

CG
has been transported through the transistor channel. Measuring

this charge with a charge-sensitive amplifier, which can be connected either to
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the capacitance Cs or the drain of the DEPFET, one obtains a charge amplifi-
cation a = Cs

CG
.

This method of operation leads in some applications to a signal rise time
that is slow and in addition depends on the signal size. The signal rise time can
be shortened by providing a defined standing current in each transistor. This
can be done with the help of a resistor in the MΩ range, for example.

As the signal provided by the DEPFET pixel is already amplified, it is
possible to split it into several parts without seriously affecting noise properties.
The split signals can be connected in such a way as to uniquely identify the
pixels from which they originated. Splitting is possible by, for instance, dividing
the coupling capacitor in each pixel into three parts and connecting them with
other pixels corresponding to three readout directions. The device can be read
out in the same manner as three strip detectors.

A further modification of this concept leads to the introduction of a drift
field into each pixel, driving the signal charge towards the internal gate and
thereby speeding up charge collection. Also possible is the connecting of the
external gate with the internal gate: this avoids the need of providing an ex-
ernal gate voltage and simultaneously increases the charge amplification of the
DEPFET.

9.3.3 Hybrid DEPFET Pixel Detector

Compared with “flip-chip” pixel detectors such as described in Sects. 8.1.2 and
7.7, the continuously sensitive device described in the previous section has the
disadvantage of not being a “true” pixel detector but rather the functional
equivalent of three strip detectors occupying exactly the same space. Only the
combination of the information of the three readout directions unambiguously
determines a point in space related to a detected event.

Restricting the electronics technology to the one used already in detector
fabrication makes the implementation difficult of more sophisticated functions,
requiring as they do a large number of electronic elements in a single pixel. It is
therefore worthwhile to evaluate DEPFET pixels with hybrid (“flip chip”) read-
out. Such a combination simplifies requirements for both detectors and their
electronics and in addition improves performance of the system. The detector
itself provides an amplified signal, therefore easing the requirements on the
electronics input amplifier. As the gate capacitance of the DEPFET is much
smaller than the parasitic capacitances resulting from bump bonding, lower
noise and/or faster risetime can be achieved. Simplification of the DEPFET is
achieved through the possibility of providing the current source by the flip chip
bonded electronics.
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9.3.4 DEPFET Pixel Detector
with Three-Dimensional Analog Memory

An interesting concept (Fig. 9.11) – whose technical realization may, however,
pose severe challenges – is a three-dimensional device that was proposed some
time ago (Kemmer et al. 1988). It combines the DEPFET pixel readout struc-
ture with a three-dimensional memory located on top of a fully sensitive de-
pleted detector volume.

Signal charges produced in the sensitive volume are collected in local po-
tential minima of the lowest grid plane. By varying the potential of these grids,
it is possible to move them upwards in a vertical CCD-like fashion towards the
DEPFET readout device on the top surface.

With such a device it is e.g possible to take several images in rapid sequence
and read them out slowly afterwards.

Fig. 9.11. Concept of a DEPFET pixel detector with a three-dimensional analog memory
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Today’s semiconductor detector technology is to a large extent based on pla-
nar technology, which was originally developed in the field of microelectronics.
It has been adapted and introduced to detector grade silicon processing by
J. Kemmer (1980). Although these detectors were by today’s standards fairly
simple in design, the requirement of maintaining the high-quality semiconduc-
tor properties during processing did not allow a straightforward application of
the technology. It was the general belief at that time that planar technology
with its high-temperature processing steps would destroy the quality of the
silicon material. Since then, detectors have become much more sophisticated
and approach the complexity found in microelectronics. Therefore many of the
methods used in microelectronics have been introduced into detector processing
and diagnostics.

Although structure sizes are still fairly coarse in comparison with micro-
electronics, the requirements on technology in some aspects are more strin-
gent. This concerns in particular the processing of ultrapure silicon in a way
that does not cause its properties to deteriorate by, for example, the introduc-
tion of impurities or the creation of defects, the need of processing both wafer
sides without damaging the opposide surface, and the production of wafer-sized
defect-free detectors. These requirements demand that microelectronics tech-
nology and processing cannot be applied in a straightforward manner, and that
special equipment and procedures have to be applied.

It is beyond the scope of this book to present in enough detail this tech-
nology in order to be helpful in detector processing. Instead, it is the intention
to indicate to nonspecialists the possibilities and complexities involved in de-
tector fabrication. General information on semiconductor processing can be
found, amongst other references, in Sze 1983. It is intended to publish a book
(by a different author) that specifically deals with detector processing.

10.1 Production of Detector Substrates

Detector substrates, usually referred to as wafers, are normally bought directly
from manufacturers who also supply this material to the semiconductor and
microelectronics industry. Detector substrates in general are single crystals with
as perfect as possible a crystal structure and as few as possible foreign atoms,
with the exception of dopants that are added intentionally in order to change
the extrinsic material properties (see also Chaps. 2 and 4).
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Growth techniques of semiconductors in general and of silicon and germa-
nium in particular have been developed and perfected in the framework of (mi-
cro) electronics. Single-element semiconductors (Si and Ge) are grown from the
melt of high-purity polycrystalline material with the help of a seed crystal of de-
fined orientation, which then determines the orientation of the full-grown ingot.

For microelectronics application the melt is usually kept in a crucible (made
of SiO2 for Si growth) and the seed crystal is pulled from the top. This Czochral-
ski crystal-growing method is not suited to detector-grade material as too many
impurities – originating mostly from the crucible – are left in the crystal. This
reduces the minority carrier lifetime to an unacceptably low level and makes
production of high-resistivity material impossible.

Detector-grade silicon instead is produced using the float-zone technique.
A high-purity polysilicon rod, vertically suspended in vacuum or an inert gas,
is melted in a narrow horizontal zone using high-frequency induction. This
zone is slowly moved from the seeding crystal on the bottom upwards, and the
material at the bottom of the molten zone solidifies into a single crystal. During
this process many of the foreign elements, having a small solubility in silicon,
are pushed upwards towards the top of the rod. Repeating this zone-melting
procedure several times therefore results in very pure single crystals.

Single-crystal ingots are subsequently cut into thin wafers and their sur-
face(s) lapped and polished. In these steps, care has to be taken in order to
avoid the introduction of crystal defects by the mechanical forces applied to the
surface. These single- or double-sided polished wafers are the starting material
for detector processing.

10.2 Processing Sequence in Planar Technology

The processing sequence for a simple p–n junction diode has been indicated
in Chap. 5. It shows the characteristics of planar technology: growing or de-
positing uniform thin layers of material that are subsequently structured by
photolithographic methods. In addition, doping on the semiconductor surface
can be structured, making use of the structured layers on top of the semicon-
ductor surface.

The following processing steps are widely used in various sequences:

• photolithographic structuring;
• chemical etching (wet and dry);
• doping;
• growing of an insulating layer by chemical reaction with the semiconductor

surface (oxidation);
• deposition of insulating or conducting layers produced by chemical reaction

between gases surrounding the detector (SiO2, Si3N4);
• deposition of conductors (metals) by evaporation or sputtering;
• thermal treatments; and
• passivation.
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Very important and sometimes difficult are, in addition, various cleaning and
removal (e.g. photoresist) steps.

Designing a process sequence for a specific detector configuration is not
straightforward as many of the processing steps change the results obtained in
previous steps, as will be described in the following.

10.2.1 Photolithographic Structuring

Photolithography is used to transfer the structure from a mask (usually chrome
on glass) onto the detector. For this purpose the semiconductor wafer is cov-
ered with a thin (typically 1µm) layer of photosensitive resin. This is accom-
plished by dropping a small amount of liquid resin on a fast-spinning wafer.
After drying, the resin is illuminated through the mask, which is either pressed
against the wafer (contact illumination) or held at a close (≈ 10–20µm) dis-
tance (proximity illumination). Contact illumination allows high resolution and
small feature size; its disadvantage is the likelihood of defect introduction by
(for example) particles or resin getting stuck to the mask, thus producing faults
in consecutive illuminations. Therefore proximity illumination is the standard
approach in detector processing. The very expensive method of projective il-
lumination, in which an optical system transfers the structures from the mask
onto the wafer, is so far uncommon in detector production.

After illumination the resist is developed. For commonly used positive
photoresist, the illuminated resist dissolves so that the wafer surface is unpro-
tected in these regions and therefore is exposed to the subsequent processing
steps of etching or doping.

Masks are also produced by photolithography, illuminating the photoresist
on top of a chrome-covered glass through a collimator, which is moved step
by step over the glass to produce the desired topology. Direct writing into the
photoresist using a focussed electron beam results in even higher quality masks
and allows the production of finer structures.

A special feature of many detectors is the need for double-sided structur-
ing. In this case, front and backside photolithography have to be aligned with
respect to each other. Two methods are commonly used for this purpose: in-
frared light to look through the wafer, and the electronic storage of mask images
against which the other side can be aligned once the direct view is blocked by
the wafer put in front of the mask. Front–back alignment of typically 5–10µm
can be obtained quite easily.

10.2.2 Chemical Etching

As shown in the previous section, the wafer surface can be selectively pro-
tected by photoresist that is resistant against most liquid chemical etchants.
The etchant is applied to the wafer as a whole and will act on all regions not
protected by the resist. The etchant may be liquid or gaseous (ion etching). An
important property of the etchant is the selective activity to a specific material
such that the etch process stops at the underlaying layer.
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Wet etching is most commonly used in detector processing, while dry ion
etching is rather rare. The reasons for this difference in usage, besides lower
investment costs, are the usually modest requirements on structure size and
the avoidance of oxide radiation damage that is commonly connected with
dry ion etching. The isotropic etching properties of wet methods lead to some
underetching below the resist (typically comparable to the photoresist thickness
of 1–2µm). Underetching has to be antipicipated in the mask design.

Silicon nitride (Si3N4) wet etching is somewhat problematic since standard
photoresists are not sufficiently resistant against the etchant used at elevated
temperature. One therefore uses structured silicon oxide on top of silicon nitride
as mask.

10.2.3 Doping

Usual dopants for silicon are boron (p-type), phosphorus and arsenic (n-type).
One starts with a uniformly doped wafer and the aim is to change the doping
in selected regions of the surface. This can be done either by diffusion, or by
implantation, or by a combination of both methods.

With diffusion the donor atoms move from the open semiconductor surface
into the semiconductor volume, which is held at elevated temperature during
the process. Either the dopant concentration is controlled at the surface during
the process, or a defined amount of dopant is deposited at the surface at the
beginning of the procedure.

Implantation is done by bombarding the wafer with a (defocussed) ion beam
of defined energy. Ions will be stopped in the semiconductor in the regions
that have been opened in the preceding photolithographic and etching steps.
In the other regions the ions will be stopped in the insulating layer(s) above
the semiconductor, unless their energy is high enough to penetrate into the
semiconductor. The structured photoresist may also be used as a stopping
layer for the implantation.

The deposition of the donors in the crystal is not sufficient to obtain the
desired electrical performance of the doped regions: the dopant atoms may, for
instance, not be in a regular lattice position – a necessary condition for being
electrically active in the desired fashion. On the contrary, at high dose of im-
plantation the semiconductor lattice may even be destroyed. A heat treatment
of the crystal is necessary in order to bring the dopant atoms into regular lattice
positions and to regrow the lattice.

With implantation one can produce buried layers of doping by choosing
high implantation energies. One may also implant through an insulating layer
as, for example, with SiO2, thus simplifying the production process. Implant-
ing through thin insulators (SiO2) is also used with the purpose of shaping
the doping profile, for instance for placing the maximum concentration at the
semiconductor surface. Diffusion introduces a much smaller amount of defects
than implantation but it is less flexible than implantation and often requires
the use of toxic gases.
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A disadvantage of implantation is the fairly small depth (typically less than
1µm) that can be reached with standard energies. One therefore may need
a “drive-in” diffusion following implantation. One can also use as the base
material a semiconductor wafer with an epitaxially grown layer of different
doping. Epitaxial growing means growing of the crystal in the correct lattice
structure on top of a single-crystal wafer; it is most commonly performed in
a gaseous athmosphere.

10.2.4 Oxidation

In almost all detectors and other silicon semiconductor devices, a large frac-
tion of the outer surface is covered with SiO2, which provides a rather good
passivation of the silicon surface such that most of the open bonds of silicon
are saturated by the oxide in the Si–SiO2 transition region, and only a small
amount (approximately 1011/cm2) of dangling bonds are left.

Oxidation is performed by heating silicon in “dry” oxygen at roughly 1000◦C
or in a wet (H2O) atmosphere. In both cases oxygen diffuses through the layer
of oxide already grown and reacts with silicon at the Si–SiO2 boundary. The
process slows down with increasing thickness of the oxide layer and is strongly
temperature-dependent. Wet oxide grows much faster and at lower temperature
than dry oxide.

Oxidation is usually the highest temperature process and is performed at
the beginning of detector fabrication. Due to the high temperature used in
the process, many of the impurities and crystal defects become mobile. Great
care therefore has to be taken in order to prevent the introduction of impurities
that may spoil the properties of the semiconductor material. A surface cleaning
procedure therefore usually precedes the oxidation process.

One often also makes use of that high mobility during the oxidation process
by combining it with impurity-gettering processes. A high concentration of
defects is artificially introduced at an usually unused part of the surface of
a crystal. Impurities reaching these regions get trapped and thus are removed
from the sensitive detector volume. It is also possible to remove these gettering
zones at a later stage of the production process.

10.2.5 Deposition from the Gas Phase

Silicon dioxide cannot only be grown from silicon as described in the previous
section but may also be deposited from the gas phase by a chemical reaction
between two gases, resulting in the production of SiO2 that will cover the
detector (and also the vessel in which the reaction occurs).

Deposition from the gas phase is often performed at low pressure and a va-
riety of different materials can be produced, such as polysilicon and silicon
nitride. It opens up a large variety of possibilities of sophisticated detector
structures.

Deposition from the gas phase usually results in amorphous or polycrys-
talline layers. It is also possible to grow monocrystalline layers on the surface
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of a wafer, thereby extending the crystal. In this growing procedure dopants
can be added, so that a monocrystal with varying doping can be produced.
This method of epitaxial growth during device fabrication is rather common in
bipolar electronics technology but not in detector production. However, wafers
with unstructured epitaxial layers – as supplied by a silicon producer – have
been used for CCD detectors, for example.

10.2.6 Metal Deposition

Metal layer(s) are used for low-resistivity interconnection and for supplying
connection possibilities (bond pads) to the outside. The most common metal
used is aluminum. It can be deposited either by evaporation or by sputter-
ing. Both processes have to be performed in a vacuum. Evaporation is usually
done by heating in a tungsten boat, sputtering by bombarding an aluminum
target with either ions (e.g. Ar), atoms or electrons, using various methods of
acceleration.

Aluminum has the ability to dissolve a small fraction of silicon. If this
fraction of a few percent is not provided during the deposition procedure, it will
be taken out of the silicon substrate during the thermal treatment (sintering)
that is required for producing a good electrical and mechanical contact between
the silicon and the aluminum.

Aluminum spikes can grow into the silicon during this process, leading some-
times to electrical shortening and malfunctions of the devices. Spiking is also
strongly dependent on crystal orientation: it is much less likely on 〈1, 1, 1〉 ori-
entation than on 〈1, 0, 0〉 surfaces. Various methods have been invented for
suppression of spiking, such as the introduction of a thin layer of barrier metal
or conducting polysilicon between the silicon and the aluminum.

Aluminum has the advantage of excellent electrical conductivity, but it has
the drawback of a low melting temperature (660◦C). This creates problems in
situations in which more than one metallization layer is needed. In this case
one has to either introduce between the two metalization layers an insulating
layer formed at low temperature or one has to use a temperature-resistant first
metal layer such as tungsten; both methods have their problems.

10.2.7 Thermal Treatments

As many of the previously described technical processing steps occur at elevated
temperatures, thermal treatments are already implicitly performed – sometimes
also leading to undesired results such as a broadening of doping profiles.

Nevertheless, additional thermal treatments are usually necessary for:

• activating the dopants after implantation. Implantation forces foreign atoms
into the crystal lattice. These atoms will in general not be located on
a regular lattice location but at an interstitial position, at the same time
distorting or destroying the crystal lattice in its vicinity. Damage and/or
destruction of the lattice will also be done by silicon recoil atoms pro-
duced in collisions with the dopant atoms or ions. A thermal treatment
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in controlled condition is needed to place the dopant atoms into regular
lattice sites and to repair most of the damage that has occurred during the
implantation process;

• treatment of the oxide–silicon interface. As mentioned previously (Sects.
4.3.2 and 10.1.4), due to the incomplete chemical matching on the Si–SiO2

interface, dangling bonds are left at the interface, causing positive charges
and corresponding flat-band voltage shifts. These dangling bonds can par-
tially be bound with hydrogen. Heating the device in a part-hydrogen
atmosphere (hydrogen annealing) enables hydrogen to diffuse through the
oxide towards the interface, thus leading to a saturation of the dangling
bonds and a reduction of the flat-band voltage;

• sintering. In order to ensure a good electrical contact between deposited
conductors (e.g. aluminum) and silicon, a thermal treatment is needed af-
ter structuring the conductor. With aluminum this is done by heating the
device to a temperature somewhat below the metal’s melting point, i.e.
to about 400◦C. This step is rather delicate due to the problem of spik-
ing which is also dependent on other parameters, as described previously
(Sect. 10.1.6);

• stress relaxation. Due to differences in thermal expansion coefficients and
the formation of layers at elevated temperatures, considerable mechani-
cal stress can occur at room temperature. This stress can sometimes be
reduced by thermal treatment, for example in slow cooling after the for-
mation process.

10.2.8 Passivation

Detectors are in many cases used without protection against mechanical or
chemical damage due to the environment in which they have to operate. Of-
ten protection may even be undesirable when, for instance, extremely thin
entrance windows are required for the measurement of low penetrating radi-
ation. In many cases, however, a protection against chemical poisoning and
environmental changes such as humidity will be needed. Also needed may be
mechanical protection of the soft aluminum structures during the sometimes
elaborate mechanical assembly procedures.

Passivation is performed by covering the wafer (with the exception of the
electrical connections to the outside) with a robust electrically insulating layer.
This layer has to be formed at rather low temperature in order not to dam-
age the detector properties in general and the aluminum in particular. The
passivation layer can be structured using photolithographic methods.

The following materials can be used for passivation:

• LTO, silicon oxide deposited from the gas phase at low temperature and
low gas pressure;

• silicon nitride (Si3N4);
• phosphorglass;
• polyimide, an organic resin that can be handled in a similar fashion to

photoresist.
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10.3 Technology Simulation

The various processing steps discussed are not independent of each other and
therefore cannot be optimized separately. In designing the process for a specific
device the interplay between the processing steps – mainly due to thermal
treatments – has to be taken into account.

One- and two-dimensional simulation programs are used to predict those
quantities that are relevant for the electrical characteristics of the devices such
as dopant concentrations and activation fractions. They are obtained from
a simulation of the sequence of processing steps (such as thermal oxidation),
and they include the redistribution of dopants in the surface region, implan-
tation either directly into silicon or through an (oxide) scattering layer, and
redistribution as well as activation of dopants in the following thermal process-
ing steps.

Many of the mechanisms involved in the redistribution of impurities are
rather complicated and only partially understood. They are therefore often
parameterized from systematic measurements. These measurements have been
done carefully and systematically but sometimes not in a domain that is rel-
evant for detectors but rather for microelectronics. One therefore has to be
careful in applying generally available software packages for detector purposes.
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Reliable operation of semiconductor detectors requires insensitivity to environ-
mental conditions such as humidity, temperature and working in atmospheric
or vacuum conditions. The radiation to be measured may change the detector
material and thus also the properties of the detector.

For improperly designed detectors property changes in many cases are of
catastrophic nature leading (amongst other things) to electrical breakdown.
Such a breakdown often occurs quite suddenly: a seemingly perfect detector
that draws very low reverse-bias current at high voltage for a reasonably long
time (hours or days) may within minutes show many orders of magnitude higher
current even if it is being operated at a small voltage. These problems are
mainly connected with effects involving the surface of the detector, and pro-
tective measures in the design will be proposed in this chapter.

The exposure of the detector to intense nuclear radiation poses even more
severe problems. In this situation, which has become very important in recent
years, not only the surface is affected but the basic material bulk properties may
change drastically. In the design of detectors these effects have to be anticipated
in order to ensure continuously reliable operation of the detectors.

11.1 Electrical Breakdown and Protection

Electrical breakdown occurs when the electrical field is high enough to initi-
ate avalanche multiplication, i.e. where movable charge carriers (electrons and
holes) are accelerated strongly enough between collisions with lattice atoms
to cause the production of electron–hole pairs. This avalanche process (see
Sects. 2.6.5 and 3.1.5) is rather complicated to describe in detail; typically at
room temperature in silicon a field of 30V/µm becomes dangerous. Obviously
the avalanche condition will depend both on the temperature (scattering occurs
due the thermal displacement of the atoms from the ideal lattice) and on crystal
defects (for instance caused by doping or lattice distortion near the surface).
Also the spatial extent of the high field region plays a role as the electrons or
holes have to gain enough energy between collisions with the lattice. The mean
free path is in the range of 0.1µm in silicon, although it can be considerably
shorter very close to the surface (interface) region than deep inside the bulk due
to the higher density of crystal defects. Another effect which in addition com-
plicates a quantitative treatment is the change of the electric field due to the
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avalanche generation of movable charge carriers, which to some extent limits
the breakdown current.

The electric field strength maxima, and therefore the breakdown probability,
will depend strongly on the detailed geometric layout and on the operating
conditions of the detector. It will also depend on inhomogeneities in the material
such as doping density variations and crystal defects. Defaults in the production
process, such as lithographic errors, in addition can lead to strong electric
fields. Very strong effects are due to radiation-induced changes in the material
properties (Sect. 11.2).

In designing a detector one should therefore aim at the lowest possible
electric fields compatible with the functional requirements. Within limits, the
situation can be improved by technological measures such as optimizing doping
profiles. However, even more important is the topological layout.

We will illustrate the effects to be considered on a silicon strip detec-
tor with capacitively coupled readout, considering the proper detector region
(Sect. 11.1.1) and the detector rim (Sect. 11.1.2). It is then straightforward to
apply similar considerations to other type of detectors.

11.1.1 Breakdown Protection in Diode Strip Detectors

A cross-section through a simple capacitively coupled diode strip detector built
on n-type silicon is shown in Fig. 11.1. The readout capacitances are obtained
by separating the aluminum from the p+ implants of the strips by means of
the insulating oxide. The region from the center of one strip to the next is used
in the simulation, applying boundary conditions corresponding to an infinite
mirrored repetition of this structure. The electric field maximum, located close
to the edge of the strip, will depend strongly on the gap width Wgap, the oxide
charge Nox and the boundary condition applied on the top of the bare oxide.

While we are able to go a long way with essentially one-dimensional ap-
proximations, this is not possible for the situation considered here. A true
two-dimensional numerical simulation has to be applied. Then one encounters
the question of the boundary condition to be applied on the uncovered oxide

Fig. 11.1. Cross-section through a capacitively coupled strip detector extending from the center
of one strip to the next
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in the gap region. Frequently the Neumann boundary condition, the assump-
tion of zero electric field component normal to the surface, is applied, but this
boundary condition does not represent a realistic situation. It is a rough ap-
proximation for the assumption that no electric charge is present at the outer
surface of the oxide and that the oxide has a very high dielectric constant
(εox 	 1). The assumption of zero charge on the outer oxide surface has been
shown invalid for normal operating conditions (Longoni et al. 1990); only im-
mediately after application of the bias voltage to an initially unbiased detector
does it give a reasonable description.

Keeping the detector biased, the small surface conductivity on the outer
oxide layer will eventually lead to a situation in which the surface assumes the
same potential as the neighboring metal strips. This process can take seconds
to days, depending on the surface conditions, which are themselves strongly
dependent on the environment in forms of humidity, surface contaminations,
etc.

The assumption of defined electric potential at the outer oxide surface,
henceforth called the “gate boundary condition”, therefore is the correct con-
dition to be applied to a detector in a “steady state” condition. It results in
strongly different field conditions compared with the Neumann boundary con-
dition. It also leads to the conclusion that changing the relative voltage between
strip implant and strip metal stongly influences the electrical field distribution
inside the semiconductor. The gate boundary condition therefore has been ap-
plied in all simulation examples discussed below.

Turning now to the question of topology, we focus on the qualitative dif-
ference between narrow- and wide-gap configurations in a p+–n diode strip
detector (Fig. 11.2). Consideration of the effect of the positive oxide charge
is essential for understanding the resulting electric field configuration. We will
assume for the moment that for capacitively coupled strip detectors implanted
strip and metal are both at ground potential and that the bias voltage is ap-
plied to the backside n+ contact. The metal potential will also spread to the
uncovered outer oxide surface. From an electrical point of view the situation is
that of a MOS structure (see Chap. 3, Sect. 3.3 and in particular Sect. 3.3.2).
An electron-accumulation layer compensates for the oxide charge.

Applying a positive reverse-bias on the backside makes the space-charge
region grow from the strips, both in depth and laterally. The increase of the
voltage across the oxide in the gap region is accompanied by a decrease in
the strength of the electron-accumulation layer. The reduction of the electron
layer is slowed down drastically when the space-charge regions of two neigh-
boring strips join in the depth of the bulk, thereby forming a barrier for the
electrons caught near the surface. Such is the case for the narrow-gap situation
(Fig. 11.2a). One then has an undepleted region near the surface in the gap
region, separated from the main part of the bulk. Its potential is determined
by the potential saddle point at midgap, slightly inside the bulk, and changes
only slowly with the backside potential.

For the wide-gap situation (Fig. 11.2b) the electron layer will disappear
completely before such a situation arises and with reverse-bias voltage above
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Fig. 11.2a,b. Diode strip detector: schematic illustration of the properties of small- and wide-
gap strip detector topology. In the narrow gap situation (a) an undepleted region below the
oxide is separated from the undepleted region in the bulk by the space-charge regions growing
from neighboring strips and an electron layer forms below the oxide in the gap region. In the
wide-gap situation (b) the bulk is depleted up to the oxide–semiconductor interface and no
electron layer forms below the oxide

the flat-band voltage VFB the space-charge region in the gap region will grow
from the oxide–silicon interface downwards.

Comparing the two situations, we can see that the potential in the narrow-
gap case is essentially controlled by the gap width, while in the wide-gap situ-
ation it is the flat-band voltage (added to the offset voltage of the metal strip
in capacitively coupled detectors) that has the effect.

As an illustration, simulations for the two situations are shown in Fig. 11.3
for the case of high oxide charge density Nox = 2 × 1012 /cm2, such as is ex-
pected after considerable radiation damage (see Sect. 11.3).

As expected, we can also see the presence of electrons below the narrow-gap
region (the peak of the distribution is off-scale in the display), while they are
missing for the wide-gap case. Similarly, the voltage difference between gap and
strip region is much smaller for the narrow-gap than the wide-gap configuration.
As a consequence the electric field maxima, which in both cases are located at
the edge of the strips, are considerably higher in the wide-gap situation. For
the wide-gap situation they are just above the critical value of 30V/µm. But
it is necessary to remember that this example is already assuming increased
oxide charge due to irradiation. For an unirradiated detector with an order of
magnitude lower oxide charge, both situations are safe.

We can now discuss qualitatively the effects to be expected from changes
in topology and operational conditions. Keeping the same applied voltages but
increasing the fairly thin oxide (0.22µm) to the frequently used much higher
values (≥ 1µm) will result in a large change of the gap potential in the wide-gap
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b)a)

d)c)

f)e)

Fig. 11.3a–f. Potential, electron density and electric field of a capacitively coupled strip detec-
tor with narrow (10 µm) gap (left column) and wide (65 µm) gap (right column). A strip pitch
of 75 µm, detector thickness of 300 µm, bulk doping of ND = 2 × 1012 cm−3, oxide charge
density Nox = 3 × 1012 cm−2, oxide thickness dox = 0.22 µm and a reverse bias voltage of
Vback = 130V are assumed. The region from the center of one strip to the next is shown.
Results are obtained with the TOSCA device simulation program. (see Gajewski et al. 1992
re TOSCA; diagrams above are after Richter et al. 1996, Fig. 4)
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case. Assuming the same oxide charge density at the Si–SiO2 interface, this
change will be proportional to the the oxide thickness.

Changing the metal strip potential by ∆V in a positive direction has the
same effect as increasing the oxide charge by ∆Nox = ∆V

qCox
, thus only slightly

changing the potential for the narrow-gap case but (for the wide-gap case)
increasing the gap potential by the same amount, ∆V , while the maximum
electric field increases in both situations. Increasing (in the wide-gap situation)
∆V further, as one might attempt to do for a double-sided detector when
wanting to operate the readout electronics of both detector sides on ground
potential, the gap potential will follow until eventually the situation is reached
that the surface region is pinched off by the space-charge region extending from
the neighboring strips, thus reaching in effect a narrow-gap situation. Such a
situation will lead to strong electric fields and is therefore prone to electrical
breakthrough.

Turning now to n-type strips, either on p-type bulk or n-type bulk (as is the
case in double-sided detectors), one has to consider in addition the strip isola-
tion method needed to interrupt the electron layer formed below the oxide. Two
isolation methods will be considered: the “p-blocking” and the “p-spray isola-
tion” techniques (Fig. 11.4). With the p-spray isolation technique (Fig. 11.4b) a
shallow unstructured p implant provides a doping density that, integrated over
depth, exceeds somewhat the oxide surface charge density, thus preventing the
buildup of an electron layer below the oxide. In the strip region it is over-
compensated for by the high-dose n+ implant. The situation is rather similar
to the previously considered p+ strips: the highest electric fields will occur at
the edges of the n+ strips. One also will have distinctly different small- and
wide-gap situations.

Fig. 11.4a,b. Isolation methods for n+ doped strips: isolation by p-doped strips (p-blocking
implants) (a); unstructured p-type compensation implant for the oxide charges (p-spray im-
plant) (b)
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In the p-blocking isolation technique (Fig. 11.4a), a fairly highly doped p re-
gion isolates neighboring n strips from each other. The n strips are effectively
widened by the oxide-charge induced electron layer and the field maxima occur
at the edge of the blocking implantation. Here the equivalent wide-gap situ-
ation is reached when the blocking implant is competely depleted. For high
blocking implant doping densities, this situation will not occur; instead, the
potential difference between blocking and strip implants will increase such that
the “narrow-gap” field configuration is retained. The large potential difference
and corresponding high electric field once more makes this topology prone to
electrical breakdown.

We will come back to n-side insulation problems when discussing radiation
hardness.

11.1.2 Breakdown Protection of the Detector Rim

Consider a simple large-area diode or a more complicated detector such as the
one shown in Fig. 11.1. The bias voltage will be applied between a bulk contact
and the diode. Without further measures, the full bias voltage will drop in
a region from the edge of the diode towards the cutting edge (we assume that
the detector has been cut to the required geometrical size out of a processed
wafer) of the detector, which for the moment we assume to be on bulk potential.

The situation differs from the previously considered case of the strip detector
in a very important way. We have assumed for the capacitively coupled detector
that all aluminum strips are on the same potential and that the oxide surface
eventually assumes the same potential. Now the potential of the oxide surface
at the cutting edge and the diode edge differ by the bias voltage, and the
surface potential distribution is unpredictable as it depends on local variations
of the surface resistivity – which itself is dependent on cleanliness of the surface,
humidity, etc.

We will consider two extreme cases that both lead to severe problems. In the
first case (left side of Fig. 11.5), we assume that the voltage at the oxide surface
drops to bulk potential close to the diode edge. Then an electron-accumulation
layer will be present at the Si–SiO2 interface and the bulk below the oxide will
not be depleted except for a small distance next to the diode edge. The complete
bias voltage will drop over this short region and the corresponding high electric
field will cause avalanche breakdown of the detector. This situation is similar
to the situation previously considered involving the space between strips of
capacitively coupled strip detectors and the metal strips biased at backside
potential.

In the second case to be considered (right side of Fig. 11.5), we assume that
the oxide surface gets charged up to the diode potential almost all the way to
the rim of the wafer (the cutting edge of the detector). Then an inversion layer
will form below the oxide that will essentially enlarge the space-charge region
all the way up to the cutting edge. As the crystal is heavily damaged close to
the cutting edge, a huge generation current will be produced at this site.
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Fig. 11.5. Edge breakdown mechanisms of a large-area diode detector. The breakdown is due
to the undefined outer surface condition of the silicon dioxide. On the left the situation is
shown that the surface potential drops fast towards bulk potential. Due to the positive oxide
charge, an electron-accumulation layer forms below the oxide and the full bias voltage VD−VB

drops over a short distance next to the edge of the diode. Avalanche breakdown is likely in
this region. On the right side the surface potential is assumed to remain at diode potential
almost all the way to the cutting edge. High field breakdown will occur on the left diode
edge. A very large reverse-bias current is generated due to crystal defects near the cutting
edge inside the space-charge region

Fig. 11.6a,b. Edge breakdown protection structures for n- (a) and p-type (b) detectors. The
structures can be built and operated without additional complications, compared with the
unprotected detector. Strip and implant are connected so that the outer oxide surface poten-
tial is defined. The aluminum overlaps the gap between implants. In the case of n strips on p

material the electron-accumulation layer has to be interrupted by p implantation, which can
either be a large-area implantation (as shown) or ring implants between n-rings. The same
structures can be used on opposite sides of a double-sided detector
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From previous considerations it has become clear that it is important to
ensure a gentle drop of the oxide surface potential from the edge of the diode
towards the cutting edge of the detector, and there are many ways to achieve
this. In the simplest case one may put individually biased metal rings sur-
rounding the active area of the detector on top of the oxide. Another method
would be the use of only two rings, which are connected by a highly resistive
conducting sheet deposited on top of the oxide.

In general it is preferable to have a solution that does not complicate oper-
ation and/or production of the detector. A simple arrangement of guard rings
fulfilling this requirement is shown in Fig. 11.6 both for p strips on n-type sil-
icon and for n strips on p-type silicon. The detector is surrounded by several
rings consisting of implantation and aluminum. The biasing of the individual
rings is achieved by punch-through biasing in a very similar way as was done in
strip biasing of capacitively coupled strip detectors (Sect. 6.4). An important
aspect of the structure is the connection of the implant with the aluminum on
top of the oxide surface. In this way the oxide surface potential is defined in the
vicinity of the rings, thus ensuring proper biasing of the rings. The geometry
may be chosen in such a way as to drop the voltage from ring to ring by a
moderate amount of a few tens of volts, thereby ensuring that no breakdown
occurs. In the version shown the aluminum is partially overlapping the gap be-
tween implants, thus ensuring the prevention of any formation of a connecting
inversion layer between strips and also the prevention of high fields at the other
edge of the implanted rings.

11.2 Radiation Damage in Semiconductors

Although radiation damage mechanisms are important and somewhat similar
in many semiconductors, we will restrict ourselves essentially to silicon, the
most important and most extensively studied semiconductor detector material.
Nevertheless, much of the general material presented in this section applies also
to other semiconductors.

As we are concerned with radiation detectors, it is the radiation itself, which
we want to detect, that may also cause damage to the detectors. Nuclear radi-
ation interacts with the electron cloud, but also with the nuclei in the lattice.
While the interaction with the electron cloud in silicon is a transient effect
that is in fact used for the detection of the radiation, the interaction with the
lattice may lead to permanent material changes, which often are of detrimental
nature.

The following processes are of importance for the lattice:

• displacement of lattice atoms, leading to interstitials (atoms between reg-
ular lattice sites) and vacancies (empty lattice sites);

• nuclear interactions (e.g. neutron capture and nucleus transmutation);
• secondary processes from energetic displaced lattice atoms, respectively

defect clusters from cascade processes.
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Most of these primary defects are not stable. Interstitials and vacancies are
mobile at room temperature and will therefore partially anneal if by chance an
interstitial fills the place of a vacancy. However, there are also chances for the
formation of other (room temperature) stable defects. Examples are the well
known A-center, a combination of a vacancy and oxygen (a certain concen-
tration of oxygen interstitials is present in the crystal after crystal growing),
the E-center, a vacancy phosphorus complex, and the divacancy (two missing
silicon atoms right next to each other). These stable defects may then change
the electrical properties of the semiconductor. In general they will worsen the
detector properties.

In the following we will discuss the formation and electrical properties of
lattice defects in more detail.

11.2.1 The Formation of Primary Lattice Defects

In order to displace a silicon atom from its lattice site, a minimum recoil energy
of 15 eV is needed. This energy can be provided by elastic scattering of a high-
energy charged or neutral particle. The threshold is not sharp, however, as
it depends on the direction of the recoil. If the direction of the recoil points
towards a neighboring atom, a much higher threshold is expected than for
a direction pointing between neighboring atoms. Looking at the displacement
probability as a function of the recoil energy, one uses a displacement energy Ed,
the energy at which the displacement probability is roughly one half (for silicon
Ed = 25 eV (van Lint et al. 1980)). Recoil energies below Ed will predominately
lead to lattice vibrations only, while values above Ed will in addition create a
vacancy–interstitial pair. If the energy of the recoil is far above Ed, the recoiling
silicon atom is able to create additional vacancy–interstitial pairs.

Before looking at the primary process, which depends on the type of irradi-
ation, we will consider the fate of the recoiling silicon atom. For recoil energies
below roughly 1–2 keV, only isolated (point) defects will be created; between
2 keV and 12 keV the energy is high enough to create one defect cluster and
additional point defects; and above 12 keV several clusters and additional point
defects will be produced. A cluster is a dense agglomeration of point defects
that appear at the end of a recoil silicon track where the atom loses its last
5–10 keV of energy and the elastic scattering cross-section increases by sev-
eral orders of magnitude. A typical size for a cluster is 5 nm diameter with
100 lattice displacements.

All these numerical values come from model calculations; it is not known to
the author that experimental proof for the existence of defect clusters exists.

Dependence on Type of Radiation
The probability for creation of a primary knock-on atom, a silicon atom dis-
placed from its lattice location by the impinging radiation, as well as its energy
distribution, depend on the type and energy of the radiation concerned. This
for two reasons:
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• the elastic cross-section for scattering on silicon atoms depends on the
type of radiation. Charged particles such as protons scatter by electrostatic
interaction with the (partially screened) nucleus, while neutral particles
such as neutrons scatter elastically with the nucleus only; and

• the kinematics and the energy transferred to the silicon atom (in particular)
is strongly dependent on the mass of the impinging radiation.

In Table 11.1, some important characteristics of the primary interactions of
electrons, protons, neutrons and (for comparison) silicon knock-on atoms are
given. Looking at this table, one realizes that the light electrons will produce
point defects but almost no clusters.

Table 11.1. Characteristics of interaction of radiation with silicon and of primary knock-on
atoms. The radiation energy is 1MeV. Tmax is the maximum kinematically possible recoil
energy, Tav the mean recoil energy and Emin the minimum radiation energy needed for the
creation of a point defect and for a defect cluster

Radiation Electrons Protons Neutrons Si+

Interaction Coulomb Coulomb Elastic Coulomb
scattering and nuclear nuclear scattering

scattering scattering
Tmax [eV] 155 133700 133900 1000000
Tav [eV] 46 210 50000 265
Emin [eV]
point defect 260000 190 190 25
defect cluster 4600000 15000 15000 2000

Scaling of Radiation Damage
Although the primary interaction of radiation with silicon is strongly dependent
on the type and energy of the radiation, this dependence is to a large extend
smoothed out by the secondary interaction of primary knock-on silicon atoms.
It is therefore customary to scale measurements on radiation damage from
one type of radiation and energy to another. As the interaction of radiation
with electrons produces ionization but no crystal defects, the quantity used for
scaling is the non-ionizing energy loss (NIEL). The dependence of this scaling
variable on energy and type of irradiation (normalized to 1MeV neutrons) is
shown in Fig. 11.7.

11.2.2 Formation and Properties of Stable Defects

The primary defects, Si interstitials and vacancies, are – at room temperature
– still mobile and cannot be considered stable. Part of these defects will anneal
either by an interstitial filling a vacancy or by diffusing out of the surface. They
may, however, also interact with another defect and form a new type of defect
complex that becomes immobile at room temperature. The other defect may
have been already present in the crystal or can also have been produced by the
radiation.
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Fig. 11.7. Energy dependence of non-ionizing energy loss (NIEL) in silicon for various types
of radiation. (After Vasilescu 1998 et al.)

An example of the first kind of defect is the formation of a vacancy–
phosphorus complex (E-center). The standard dopant for n-type silicon is phos-
phorus. A vacancy right next to the phosphorus dopant (on a regular lattice
site) forms a stable complex with new electrical properties. These properties
will be dealt with in the next section. The phosphorus atom does not fulfill its
original role of donor any more, and the process is therefore also called donor
removal.

A second example is the formation of vacancy–oxygen complexes (A-center).
Oxygen is always present within silicon to a certain degree as a remnant from
the crystal-growing process. Oxygen as an interstitial (between regular lattice
sites) is electrically inactive. The stable oxygen–vacancy complex becomes elec-
trically active, i.e. it forms an acceptor state in the upper half of the band gap
that, although electrically neutral in the space-charge region, acts as a trapping
center for electrons (see Sect. 11.2.4).

An example of a stable defect complex that can be produced from radiation-
generated primary defects alone is the divacancy, namely two missing silicon
atoms right next to each other.

The formation of defect complexes in semiconductors is complicated and
only partially understood. Defect complexes are not only produced in two-step
processes, as was the case in the examples given above; processes involving sev-
eral steps also occur. Important roles in these processes are played not only by
the radiation-generated primary defects but also by defects already abundantly
introduced during the crystal-growing process. Particular well known examples
in silicon are oxygen and carbon interstitials. The formation processes are also
dependent on the temperature. Defect complexes that are stable at room tem-
perature may become mobile or may even break up into their constituents at
elevated temperatures. This opens up the possibility of reducing the apparent
radiation damage (annealing) and the formation of defects of a different nature.
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It will be shown below that the defect complexes change the macroscopic
properties of the semiconductor. A large effort has been invested to correlate
the macroscopic property changes with specific microscopic defects. Several
experimental methods have been invented to recognize the presence of defects
and to measure their properties. Most of them are based on creating a thermal
disequilibrium and observation of the transition to thermal equilibrium as a
function of temperature. This subject will, however, not be considered in depth
in this book.

11.2.3 Electrical Properties of Defect Complexes

Contrary to simple flat donors and acceptors, which are usually intentionally
introduced into regular lattice sites in order to change the properties of the
semiconductor, radiation-generated defect complexes have much more compli-
cated electrical properties. It is the purpose of this section to review the most
important properties and to discuss the consequences to be expected for de-
tector operation. This includes, in particular, the behavior of defects in the
space-charge region.

Before going into depth, it is worth mentioning that defects will have the
following main consequences:

• they act as recombination–generation centers. They are able to capture and
emit electrons and holes. In the space-charge region of a detector, alternate
emission of electrons and holes leads to an increase of the reverse-bias
current;

• they act as trapping centers. Electrons or holes are captured and re-emitted
with some time delay. In the space-charge region of the detector, signal
charge is trapped and may be released too late for efficient detection, thus
causing a reduction in the signal; and

• they can change the charge density in the space-charge region, thus requir-
ing an increased bias voltage to make the detector fully sensitive.

A list of well known defects and defect complexes is compiled in Table 11.2.
One sees that some defects can exist not only in two but frequently in more
than two charge states.

Defects with a Single Energy Level
We will start with a simple donor, a defect that can be positively charged
or neutral depending (in thermal equilibrium) on the position of the Fermi
level. The simplest example for a donor is the replacement of a silicon atom by
phosphorus with one more electron in the outer shell. The additional electron
may either be bound to the phosphorus atom (occupied or neutral defect state)
or emitted to the conduction band (empty or positively charged defect state).
The charge state of the defect is changed not only by electron emission to the
conduction band and electron capture, but it may also be changed from positive
to neutral by hole emission to the valence band or from neutral to positive by
hole capture.
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Table 11.2. Characteristics of important defects in silicon

Impurity Charge
state

Energy
level

Charge
in s.c.
region

phosphorus P0

P+ EC − 0.045 +

boron B−

B0 EV + 0.045 –

Defect Charge
state

Energy
level

Charge
in s.c.
region

Annealing
temp.
Tann [K]

interstitial I−

I0

I+

EC − 0.39
EV + 0.4

0
140-180
540-600
370-420

vacancy V=

V−

V0

V+

V++

EC − 0.09
EC − 0.4
EV + 0.05
EV + 0.13

0

≈ 90

150

divacancy V=
2

V−
2

V0
2

V+
2

EC − 0.23
EC − 0.39
EV + 0.21

0

≈570
≈570
≈140
≈570

A-center (V−O)−

(V−O)0
EC − 0.18 0

≈600

E-center (V−P)−

(V−P)0
EC − 0.44 0

≈420

boron
interstitial

B−
I

B0
I

B+
I

EC − 0.45
EC − 0.12

0 420

vacancy
boron

(V−B)0

(V−B)+
EV + 0.45 0 ≈ 300

vacancy
arsenic

(V−As)−

(V−As)0
? ? 440

The average electron occupation probability for the donor will be deter-
mined by the probability of the four charge-changing processes. Although we
have a priori no knowledge on the individual probabilities – they should be
determined experimentally – we are able to find relationships between them
from thermal equilibrium considerations. In thermal equilibrium the occupa-
tion probability F is given by temperature and Fermi level as
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F (Ed) =
1

1 + e
Ed−EF

kT

, (11.2.1)

with Ed the defect energy level, EF the Fermi level, k the Boltzmann constant
and T the temperature. For reasons of simplicity we do not consider here and
in the following the degeneration of charge states, an aspect taken into account
correctly when generalizing to defects with several energy states31.

In thermal equilibrium the rates of electron emission and electron capture
have to be equal as there is no net flow of electrons to or from the conduction
band. The same is true for hole capture and emission. Looking first at electrons,
the capture rate Rn will be proportional to the number of unoccupied donors

(1 − F (Ed))Nd and to the electron concentration n = nie
EF−Ei

kT . We have

Rn =nNd(1 − F )σn νthn = σnνthn ni Nd (1 − F ) e
EF−Ei

kT . (11.2.2)

The electron generation rate Gn will be given by the product of density of
occupied defects NdF and the electron emission probability εn. Thus

Gn =Nd F εn . (11.2.3)

Setting the two rates equal to one another, in thermal equilibrium, we have

εn =σnνthn
1 − F

F
nie

EF−Ei
kT , (11.2.4)

with

1 − F

F
= e

Ed−EF
kT ,

so that we obtain

εn =σnνthnnie
Ed−Ei

kT , (11.2.4)

a relationship not containing the Fermi level and valid also under nonequi-
librium conditions. Similarly for the hole capture rate and probability of hole
emission, we have

Rp =pNdFσpνth p = σpνth pniNdF e
Ei−EF

kT (11.2.6)

εp =σpνth pnie
Ei−Ed

kT . (11.2.7)

These electron and hole capture and emission probabilities can be used to find
the interesting physical quantities as average charge state, current generation
and trapping probability also in nonequilibrium situations such as in the space-
charge region of a detector.

31Charge state degeneration is a quite common property. For example, the simple donor in
its neutral state without electrons in its outer shell is non-degenerate. However, due to the
two possible electron spin orientations, the singly negatively charged state is degenerate
with a degeneration factor 2.
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We will return to these questions after some remarks on how to read Ta-
ble 11.2. The phosphorus donor has an energy level 0.045 eV below the conduc-
tion band. Assuming it to be first in the neutral state, it may become ionized
(positively) by emitting an electron into the conduction band. A minimum en-
ergy of 0.045 eV is necessary for this process. The donor state can come back
to neutral again by either capturing an electron from the conduction band or
by emitting a hole of minimum energy Eg − 0.045 eV into the valence band.

Looking at Table 11.2, we recognize other donor states caused by defects –
for instance vacancy–boron or interstitial–carbon. Their energy level is, how-
ever, deep in the gap, in fact below midgap.

In thermal equilibrium a donor state will be on average half the time in the
charged state and half the time in the neutral state when the Fermi level EF

coincides with the donor energy level ED. If the Fermi level is only a few times
the thermal energy (kT = 0.025 eV at room temperature) above the donor
level, it will be almost permanently neutral; if it is a few times kT below the
donor level, the state will be almost permanently positively charged.

Considering now the situation in the space-charge region of a depleted detec-
tor, the Fermi level loses its significance as we are not dealing with equilibrium
any more. Instead, we have to use the physically significant quantities of elec-
tron and hole capture and emission probabilities. For low reverse-bias currents
we may assume negligible electron and hole densities within the space-charge
region32 and ignore electron and hole capture, so that we have to consider
emission processes only.

The ratio of electron and hole emission probabilities

εn
εp

=
σnνthn

σpνth p
e2

Ed−Ei
kT (11.2.8)

is strongly dependent on the energy level of the defect, while the absorption
cross-sections and thermal velocities of electrons and holes will be of similar
magnitude. We can therefore conclude that defects with a single energy level
located above the band gap center Ei have much higher emission probability
for electrons than for holes. The defect will therefore be predominately in the
more positive state. Analogously, defects with energy levels below Ei will be in
the more negative state when located in the space-charge region.

Example 11.1
Problem: Find the average charge state of a single energy level (Ed) defect in
the space-charge region. Consider donors and acceptors above and below the
intrinsic level Ei. Assume for this consideration that the product of capture
cross-section and thermal velocity is the same for electrons and holes.
Solution: We call Ed the energy level, Nd the density, f1 the fraction of defects
being in the more negative state, f0 ≡ 1 − f1 the fraction in the more positive
state. In the space-charge region the density of electrons and holes is close to

32This is not the case in GaAs or heavily radiation-damaged silicon detectors with appreciable
reverse-bias current.
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zero so that capture processes can be neglected and only electron and hole
emission have to be considered. The number of electrons and holes emitted per
unit volume and unit time has to be equal, and we have therefore:

Ndf1εn =Ndf0εp ,

which, with (11.2.8) and the short notation

cn = νthnσn and cp = νth pσp (11.2.9)

yields

f1

1 − f1
=

εp
εn

=
cp
cn

e−2
Ed−Ei

kT (11.2.10)

and so

f1 =
1

1 + cn
cp

e2
Ed−Ei

kT

(11.2.11)

f0 = 1 − f1 =
1

1 +
cp
cn

e−2
Ed−Ei

kT

. (11.2.12)

Measuring charges in units of elementary charge, the average charge that the
defect state will assume is the charge of the more positive state q0 minus the
occupation probability of the more negative state f1. Thus:

〈qd〉 = q0 − f1 = q1 + f0 , (11.2.13)

and f0 will change from one to zero, f1 from zero to one within a few multiples
of kT around Ei when the defect level is moved from the lower to the upper
half of the band gap. Therefore only defects with enegy levels close to Ei will
be, on average, fractionally charged.

The average charge states of donors (which can only be positively charged
or neutral) and acceptors are with the assumptions of equal products of cross-
section and thermal velocity of electrons and holes (cn = cp):

〈qD〉 = f0 =
1

1 + e−2
ED−Ei

kT

〈qA〉 = −f1 = −
1

1 + e2
EA−Ei

kT

.

Example 11.2
Problem: Consider a reversely biased detector at room temperature (300K)
with a high density of bulk defects, either due to radiation damage or to an
imperfect production process, such that an appreciable reverse-bias current is
present. In such a case, capture processes cannot be ignored and the electron
and hole concentrations will be a function of position inside the active region
of the detector. For a particular position the electron and hole current densities
Jn and Jp as well as the electric field E and the single-level (Ed) defect density
Nd are given. Find the average charge state of the defect at this position.



284 11 Device Stability and Radiation Hardness

Discuss the conditions under which the presence of leakage currents influences
significantly the charge state of the defects. Assume for this discussion that the
product of capture cross-section and thermal velocity is the same for electrons
and holes. As a numerical example use Jp = Jn = 10µA/cm2, E = 1000V/cm
in a silicon and a GaAs detector at room temperature.
Solution: The electron and hole densities can be found from the current den-
sities and the electric field as

n =
Jn

qµnE
p =

Jp
qµpE

,

which for the numerical example leads to

n = 4.6 × 107 cm−3 p = 1.3 × 108 cm−3 ni = 1.45 × 1010 cm−3

for Si; and

n = 1.6 × 107 cm−3 p = 1.6 × 108 cm−3 ni = 1.79 × 106 cm−3

for GaAs.
Changing from the more positive to the more negative state is accomplished

by hole emission and electron capture, so that we can write with the same
notation used in Example 11.1 and σp, σn (the hole and electron capture cross-
section):

Ndf1(εn + p cp) =Ndf0(εp + n cn) , (11.2.14)

which, with (11.2.4) and (11.2.7), yields

f1

f0
=

f1

1 − f1
=

εp + n cn
εn + p cp

=
cp nie

−
Ed−Ei

kT + n cn

cn nie
Ed−Ei

kT + p cp
, (11.2.15)

and so

f1 =
cp nie

−
Ed−Ei

kT + n cn

cn nie
Ed−Ei

kT + p cp + cp nie−
Ed−Ei

kT + n cn
(11.2.16)

f0 =
cn nie

Ed−Ei
kT + p cp

cn nie
Ed−Ei

kT + p cp + cp nie−
Ed−Ei

kT + n cn
. (11.2.17)

The average charge is given by (11.2.13).
It is instructive to approximate these expressions for the two cases consid-

ered, Si with n 
 ni, p 
 ni and GaAs with n 	 ni and p 	 ni. We will
restrict our discussion for energy levels above midgap and leave it to the reader
to expand it for other situations.

For Si (n 
 ni, p 
 ni, Ed > Ei, cn ≈ cp), we have

f1 ≈
1

1 + cn
cp

e2
Ed−Ei

kT

(
1 +

cn
cp

n

ni
e

Ed−Ei
kT

)
. (11.2.18)

For defect energy levels close to midgap, the average charge state of the defect
will be unchanged from that in a true space-charge region (with J = 0 in
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(11.2.11)). For larger distances the limiting value f1 → 0 is reached with a factor
2 flatter exponential slope:

f1 ≈
cp
cn

e−2
Ed−Ei

kT +
n

ni
e−

Ed−Ei
kT . (11.2.19)

For GaAs (n 	 ni, p 	 ni Ed > Ei, cn ≈ cp), we have

f1 ≈
n cn

cn nie
Ed−Ei

kT + pcp + ncn
. (11.2.20)

Here again we have to distinguish between two defect energy ranges. For defect

energy levels close to midgap (cn nie
Ed−Ei

kT 
 pcp + ncn), the average charge
state of the defect (〈QA〉 = f1 for acceptors, 〈QD〉 = 1− f1 for donors) will be
independent of Ed and be given by

f1 ≈
n cn

pcp + ncn
. (11.2.21)

For defect energy levels sufficiently above midgap (cn nie
Ed−Ei

kT 	 pcp + ncn),
the average charge state of the defect (〈QA〉 = f1, 〈QD〉 = 1 − f1) will reach
the asymptotic value f1 → 0 with increasing Ed such that

f1 ≈
cp
cn

e−2
Ed−Ei

kT +
n

ni
e−

Ed−Ei
kT , (11.2.22)

the same functional dependence as found for the Si example.
Results for the average charge of an acceptor-type defect are plotted as a

function of the defect energy level ED in Fig. 11.8 for the numerical values of
this example. Note also that for a real device the ratio of electron and hole
current changes as a function of position.

Fig. 11.8. Average defect charge state as a function of defect energy level for the conditions
stated in Example 11.2. The value f1 is the probability of finding the defect in the more neg-
ative state. This probability is shown in the semilogarithmic plot for the following situations:
(a) silicon with both electron and hole currents present (continuous line), the intrinsic charge
density ni exceeding charge densities due to leakage currents; (b) GaAs in the absence of
leakage currents (dotted line), the dependence being rather similar to that for Si; (c) GaAs
with both electron and hole currents present (dashed line); (d) GaAs with electron current
only; (e) GaAs with hole current only
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Defects with Several Energy Levels
Turning now to the more complicated situation of defects that have several
possible charge states, we take the divacancy (see Table 11.2) as an example.
This defect has four possible charge states, ranging from double-negative to
single-positive, and three energy levels, two above and one below midgap. As-
suming this level to be initially in a neutral state, it may change to the positive
state by capturing a hole, thereby gaining 0.21 eV of thermal energy, or by
emitting an electron of energy EG − 0.21 eV. Alternatively, it may change to
a singly negatively charged state by capturing an electron or emitting a hole of
energy EG − 0.39 eV. Another hole emission of energy EG − 0.23 eV or electron
capture brings it to double-negative state. It may turn back to the neutral state
by (for example) two electron emissions of enegies 0.23 eV and 0.39 eV respec-
tively. Each of the charge states corresponds to a particular lattice distortion
and corresponding chemical binding.

The electrical characteristics of an (almost) general type defect33 can be
described by the following quantities:

• k energy levels El describing the energy involved in the change between
charge states l − 1 and l;

• k + 1 charge states with charge q0 − l (in units of elementary charge) and
degeneration factors gl, l = 0, 1, ...k;

• k electron capture cross-sections σn,l describing the change from charge
state l − 1 to l; and

• k hole capture cross-sections σp,l describing the change from charge state
l to l − 1.

As was the case before for simple defects, the electron and hole emission
probabilities εn,l and εp,l (l = 1 to k) can be inferred from the capture cross-
sections by considering thermal equilibrium conditions as will be shown below.

Thermal Equilibrium Relations
Fermi statistics will give the probability for finding the defect in a particular
charge state. One has for the ratio of probabilities for finding the defect in two
neighboring charge states

Pt,l/gl
Pt,l−1/gl−1

= e−
Et,l−EF

kT . (11.2.23)

Furthermore the sum of the probabilities for finding the defect in any charge
state has to be unity:

k∑
l=0

Pt,l = 1 . (11.2.24)

33We leave aside the possibility that a defect is able to exist in more than one configuration
of the same charge but different energy. The situation that several configurations with
the same charge and energy exist can be taken into account by the introduction of a
degeneration factor g.
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Combining the k equations (11.2.23) with (11.2.24), one is able to find the
thermal equilibrium probabilities of the k + 1 charge states.

Thermal equilibrium is kept by continuous change between neighboring
charge states due to electron and hole emission and capture. Changing from
charge state l−1 to l is accomplished by electron capture (capture cross-section
σn,l) or hole emission (emission probability εp,l). Changing in the opposite di-
rection (l to l-1) involves a hole capture cross-section σp,l and an electron emis-
sion probability εn,l. With this definition the index for capture and emission
constants has the range 1 to k.

As was the case for simple defects, thermal equilibrium considerations will
give a relationship between emission and absorption. In order to retain constant
average probabilities of the defect charge states and to have zero net flow of
electrons and holes towards conduction and valence bands, the electron capture
rate of charge state l−1 has to equal the electron emission rate of charge state l;
and a similar relation holds for holes:

Nt Pt,l−1 n cn,l = Nt Pt,l εn,l (11.2.25)

Nt Pt,l p cp,l = Nt Pt,l−1 εp,l , (11.2.26)

from which one derives the emission probabilities with the help of (11.2.23) as

εn,l =
Pt,l−1ncn,l

Pt,l
=

gl−1

gl
e

Et,l−EF
kT n cn,l =

gl−1

gl
e

Et,l−Ei
kT ni cn,l (11.2.27)

εp,l =
Pt,lpcp,l
Pt,l−1

=
gl

gl−1
e−

Et,l−EF
kT p cp,l =

gl
gl−1

e−
Et,l−Ei

kT ni cp,l . (11.2.28)

These expressions are, with the exception of the additionally introduced de-
generation factor g, identical to (11.2.4) and (11.2.7) which were derived for
simple donors and acceptors.

A single defect can of course be only in one of the various charge states at a
time. Finding the occupation probability for the four possible charge states in
thermal equilibrium requires a more elaborate statistical treatment (Lutz 1996)
than is intended in this work. We can, however, retain from the previous con-
siderations of simple defects the following semiquantitative results:

• for a Fermi level above the highest defect energy level, the defect is pre-
dominately in the most negative charge state. The charge state changes by
one unit whenever the Fermi level crosses a defect energy level;34 and

• in the space-charge region only the energy level closest to the intrinsic
energy Ei is of relevance. It will be predominantly in the more positive
charge state when located above the band gap center Ei and in the more
negative state when located below Ei.

34The situation is somewhat more complicated when the sequence of charge states does not
follow the sequence of energy levels, as is the case, for example, for the simple vacancy.
There the single positive state is suppressed in thermal equilibrium.
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11.2.4 Effects of Defects on Detector Properties

The presence of radiation-induced crystal defects will change the detector prop-
erties in several ways, as should be clear already from the discussion of the
electrical properties of defects in the previous section. The main changes are
the increase of reverse-bias current, the change of space-charge density in the
space-charge region, and the trapping of signal charges. Depending on the type
of detector and application, the importance of these three effects will differ. For
a diode strip detector used for position measurement, trapping is of less impor-
tance than reverse-bias current and operating voltage of the detector, while for
CCDs trapping is extremely dangerous due to the signal-transfer mechanism.

In the following discussion, a qualitative explanation of the three effects will
lead to a parameterization of the effects as a function of the equivalent fluence
of neutrons with an energy of 1MeV scaled according to the non-ionizing energy
loss (NIEL).

In the presentation of the measurements, corrections have been applied for
self-annealing (Sect. 11.2.5), the partial healing of damage that occurs during an
extended irradiation period. Thus data are presented as if the full irradiation
was occurring in a short time interval. For many applications, irradiation is
expected to extend over periods long with respect to annealing time constants.
In these circumstances a good approximation is the assumption of completed
annealing, so that only the aspects of stable damage are considered.

The presentation follows closely the first extended systematic study of ra-
diation damage of silicon detectors (Wunstorf 1992a) and concentrates on ra-
diation damage of neutrons to n-type silicon.

Operating Voltage of Detectors
There are several radiation-damage mechanisms that lead to a change in space
charge and consequently to a change in the necessary operational voltage of
detectors.

The original dopants such as phosphorus or boron may be captured into
new defect complexes, thereby losing their original function as flat donors or
acceptors. The new defect complexes may assume a charge state within the
space-charge region different from the original dopants. Phosphorus, for ex-
ample, may transform into vacancy–phosphorus, thereby changing from pos-
itive to neutral space charge. In addition to complexes involving the original
dopants, complexes with other impurities such as oxygen and carbon, as well
as with other radiation-generated primary defects such as divacancies, can be
formed. Some known defects of these types are included in Table 11.1. This ta-
ble, however, is significantly incomplete, and much remains to be learned from
experimental investigations.

The effective doping of an initially n-type silicon wafer is shown as a func-
tion of the irradiation fluence in Fig. 11.9. One notices that the effective doping
decreases with irradiation and that the material becomes intrinsic at an irradia-
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Fig. 11.9. Fluence dependence of the magnitude of the effective doping for an n-type silicon
wafer irradiated with 1MeV neutrons equivalent. The data have been corrected for self-
annealing occurring already during the extended irradiation period. Also shown is the much
smaller effect of irradiation with 1.8MeV electrons also scaled to 1MeV neutron equivalent
NIEL. (After Wunstorf 1992a, Fig. 5.11)

tion fluence35 of a few times 1012 n/cm2. Above this value the doping becomes
effectively p-type (type inversion) and eventually rises linearly with fluence
(Wunstorf 1992; Pitzl 1992). This behavior matches perfectly the expectation
that the following processes are responsible for the effective doping changes:

• removal of donors due to the formation of defect complexes containing
donors (e.g. vacancy–phosphorus complexes36);

• removal of acceptors due to the formation of defect complexes containing
acceptors (e.g. vacancy–boron complexes);

• creation of defect complexes assuming positive charge states in the space-
charge region (effective “donors”); and

• creation of defect complexes assuming negative charge states in the space-
charge region (effective “acceptors”).

The following fluence dependence of the effective doping concentration is
expected from an independent occurrence of these processes:

Neff(Φ) =ND,0e
−cDΦ −NA,0e

−cAΦ + bDΦ− bAΦ , (11.2.29)

with ND,0, NA,0 donator and acceptor concentration before irradiation and cD,
cA, bD, bA constants to be determined experimentally.

35The fluence at which type inversion occurs depends on the original doping, as can be
seen from the parameterization in Fig. 11.10 and (11.2.30). It in addition increases when
annealing occurs during irradiation (see Sect. 11.2.5).

36Generation of vacancy–phosphorus complexes (E-centers) is not the dominating cause for
donor removal. This has been concluded from a variety of measurements including deep-
level transient spectroscopy (DLTS), in which individual defects can be detected by their
energy level (Matheson et al. 1996). Another yet unknown process must be responsible.
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It is worth mentioning at this point that the original detector material
contains acceptors and donors simultaneously and only the difference is usu-
ally known to some degree of precision. Furthermore, a variety of partially
unknown defects will act as effective donors and acceptors. These defect com-
plexes will not be completely stable and will partially self-anneal with different
time constants. The vacancy–boron complex, for example, is unstable at room
temperature. A simple measurement of the detector depletion voltage will only
provide information on the difference of effective donors and acceptors, but not
on the separate contributions.

Assuming an absence of acceptor removal and donor creation, the parame-
terization for effective doping simplifies to

Neff(Φ) =ND,0e
−cΦ −NA,0 − bΦ . (11.2.30)

The linear display of the fluence dependence of the effective doping concen-
tration in Fig. 11.10 demonstrates the excellent quality of the parameteriza-
tion. The material-independent damage parameters have been determined as
c = 3.54×10−13 cm2±4.5% and b = 7.94×10−2 cm−1±8.0% (Wunstorf 1992).
The original doping and doping compensation can be read off Fig. 11.10 looking
at the intercept of the fitting terms with the vertical axis.
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Fig. 11.10. Fluence dependence and parameterization of the effective doping according to
(11.2.30) for an n-type silicon wafer irradiated with neutrons. The data have been corrected
for self-annealing occurring during the extended irradiation period. (After Wunstorf 1992a,
Fig. 5.12)

Reverse-Bias Current
As discussed already, in the space-charge region a crystal defect will assume
predominately a single charge state unless a defect energy level is very close
(within a few times kT ) to the intrinsic level. Nevertheless, the defect can
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change for short times the charge state by emission of electrons and holes – we
assume a small leakage current so that capture processes can be ignored. The
alternative emission of electrons and holes is responsible for volume-generated
reverse-bias currents. As the emission probability is extremely (exponentially)
dependent on the position of the defect level in the band gap (see (2.6.15) and
(2.6.16)), and emission of both electrons and holes are required, defects with
energy levels close to the band-gap center will be most effective in generating
leakage currents.

The volume-generated leakage current as a function of the 1MeV neutron
equivalent fluence is shown in Fig. 11.11 in double logarithmic form and in
linear form in Fig. 11.12. As expected from a defect generation proportional to
the fluence, a linear relationship between current and fluence is found:

∆Ivol
V

=αΦ . (11.2.31)

This linearity is seen for electrons and also for neutrons at fluences below type
inversion. For fluences above inversion, a stronger rise is observed. There the
volume-generated current can be parameterized as

∆Ivol
V

=αΦ + α∗(Φ− Φconv) . (11.2.32)

The following numerical values have been quoted (Wunstorf 1992) for n-type
silicon at 20◦C:

α = 8.0 × 10−17 Acm−1 α∗ = 9.8 × 10−17 cm−1 Φconv = 4 × 1012 cm−2 .

Fig. 11.11. A 1MeV neutron equivalent fluence dependence and parameterization of the
volume-generated current for an n-type silicon wafer irradiated with neutrons. The data have
been corrected for self-annealing occurring during the extended irradiation period. For neu-
trons, straight lines with α = 8.0 × 10−17 Acm−1 and for electrons αe = 4.2 × 10−18 Acm−1

have been plotted in double-logarithmic form. (After Wunstorf 1992a, Fig. 5.14)
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Fig. 11.12. A 1MeV neutron equivalent fluence dependence and parameterization of the
volume-generated current for an n-type silicon wafer irradiated with neutrons. The data have
been corrected for self-annealing occurring during the extended irradiation period. Straight
lines with different slopes before and after type inversion have been found. (After Wunstorf
1992a, Fig. 5.15)

It is interesting to note that after approximately one week of room tem-
perature annealing the damage constants both before and after type inversion
converge to the same value of α = 4 × 10−17 Acm−1 (see Fig. 11.15).

The damage constant depends not only on the type and energy of irradiation
but also shows a strong trivial temperature dependence due to the variation of
the intrinsic charge density ni with temperature (see (2.3.5)). One can factor
this temperature dependence by expressing the volume-generated current by
the generation lifetime τg according to (3.1.15) and parameterizing the change
of τg as

1

τg
=

1

τg,0
+ kτΦ , (11.2.33)

where τg,0 is the generation lifetime before irradiation. The two damage con-
stants are related to each other as

α =qnikτ . (11.2.34)

A word of caution has to be added. After irradiation, defects are not com-
pletely stable. Part of the damage disappears with time even at room temper-
ature. This effect – annealing – will be dealt with more fully in Sect. 11.2.6. It
makes the damage constant time-dependent. For comparison of different mea-
surements, it is therefore advisable to quote damage constants right after short
irradiations and to treat annealing separately.
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Trapping of Signal Charge
While in the previous two sections we have ignored electron and hole capture
processes due to the small concentration of movable charge carriers in the
space-charge region, it is here just the capture of moving (signal) charges we
are concerned with.

Trapping is expected to be proportional to the effective trap concentration
Nt and to the (thermal) velocity of the charge carriers νth, so that we write for
the capture probability per unit time of electrons and holes:

1

τt,n
=σnνth,nNt,n ;

1

τt,p
= σpνth,pNt,p . (11.2.35)

Here we have assumed that only one type of trap for each type of carrier is
present and that these traps are all unoccupied. The assumption that almost
all traps are unoccupied is justified in the space-charge region as long as the
reverse-bias current is low and therefore the electron and hole concentrations
are close to zero in the absence of signal charge. Single-level defect states above
the intrinsic level – being almost entirely in the more positive charge state –
will then be traps for electrons, and those below Ei will be traps for holes.
In formulating the above equations, the additional assumption has been made
that the thermal velocity dominates strongly over drift velocity. We leave it
to the reader to consider the role of defects with several energy levels (those
can be traps for electrons and holes simultaneously) and to speculate on the
situations in which the other assumptions are not fulfilled.

Charge carriers that are trapped will be released again after a delay that is
strongly dependent on the depth of the trap, as has to be expected by the strong
energy-level dependence of the emission probabilities (see (11.2.5) and (11.2.7)),
which have been obtained by applying thermal equilibrium considerations on
capture and emission processes. While for the reverse-bias current only defects
with energy levels close to midgap contribute significantly, all defects are ca-
pable of trapping. Very flat traps may release the charge early enough so that
it still falls within the time window needed for charge collection, and in these
circumstances detector performance does not deteriorate.

Example 11.3
Problem: The charge collection time for holes in a 300µm-thick fully depleted
Si detector operated at room temperature (300K) is τcoll,p = 10ns. For which
defect energy level Ed does the average time needed for re-emission of the
trapped hole τc,h equal the charge collection time if the hole capture cross-
section is σp = 10−15 cm2? Discuss the dependence of this defect energy level
on temperature and charge collection time.
Solution: The average time between hole capture and re-emission is, via
(11.2.7):

τc,p =
1

εp
=

1

σpνth,pnie
Ei−Ed

kT

. (11.2.36)
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The thermal velocity is obtained from the theorem of equipartition of energy37

leading for three degrees of freedom:

mpν
2
th,p

2
=

3

2
kT , νth,p =

√
3kT

mp
, (11.2.37)

and the distance between intrinsic level and defect energy level is

Ei −Ed = −kT ln[σpνth,pniτc,p] = −kT ln

[√
3kT

mp
σpniτc,p

]
. (11.2.38)

Putting in the numerical values and using the hole effective mass from Table 4.1
of mp = 0.81m0 (and m0 = 0.91095 × 10−30 kg), one obtains

νth,p =

√
3kT

mp
=

√
3 · 1.38066 × 10−23 J/K 300K

0.81 · 0.91095 × 10−30 kg
= 1.26 × 105 m/s

Ei −Ed = −0.0259 eV

× ln[10−15 cm2 · 1.26 × 107 cm/s · 1.45 × 1010 cm−3 · 10−8 s]

= 0.461 eV .

Acceptor-type defect states with energy levels less than 0.46 eV below midgap
are capable of seriously affecting the charge collection time. Using (11.2.38) to
investigate temperature dependencies, one has to realize that the intrinsic car-
rier density ni, which is given by

√
NCNV exp(−EG/2kT ) according to (2.3.5),

is strongly temperature-dependent. Putting this expression into (11.2.38), one
obtains

Ei −Ed = − kT

(
−

EG

2kT

)
ln

[√
3kT

mp
σp

√
NCNVτc,p

]

=
EG

2
ln

[√
3kT

mp
σp

√
NCNVτc,p

]
. (11.2.39)

Assuming temperature independence of the capture cross section σp one finds
a logarithmic dependence on the temperature, which is due to variation of the
thermal velocity. Similarly, a factor two steeper logarithmic dependence on the
charge-collection time is found.

As in the previous situations, with the present knowledge of defect proper-
ties and formation mechanisms it is not possible to describe trapping due to
radiation damage in detail and we have to restrict ourselves to a global para-
meterization of the fluence dependence of the trapping time constant according
to

1

τt,p(Φ)
=

1

τt0,p
+ γpΦ ,

1

τt,n(Φ)
=

1

τt0,n
+ γnΦ . (11.2.40)

37We take here the root mean square value of the thermal velocity instead of the average
magnitude as would be conceptually correct.
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Fig. 11.13. A 1MeV neutron equivalent fluence dependence and parameterization of the inverse
trapping-time constant for holes (open symbols) and electrons (solid symbols) for an n-type
silicon wafer irradiated with neutrons. (After Wunstorf 1992a, Fig. 5.16)

In these equations, τt,p (τt,n) is the average time a hole (electron) stays trapped.
τt0,p (τt0,n) is the value before irradiation. This parameterization works well
for hole trapping and electron trapping at moderate fluence. A value

γn ≈ γp ≈ 0.24 × 10−6 cm2s−1

is found. However, as can be seen from Fig. 11.13, for electrons one observes at
high fluences a stronger increase of trapping probability with fluence (Wunstorf
1992).

Properties of Nondepleted Regions
As pointed out already in Sect. 11.2.3, radiation-induced defects in general are
deep-level defects. These type of defects behave differently from shallow defects
in the sense that their effect in the space-charge region and in the undepleted
bulk is changed. While for shallow defects the assumption that all defects are in
the ionized state is always a good approximation, this is not true for deep-level
localized energy states. The one-to-one correspondence between resistivity as
measured from current voltage ratios of a undepleted semiconductor and the
space-charge density does not hold for deep-level defects.

Imagine a semiconductor in thermal equilibrium having the density of a
single deep-level state by far exceeding the density of flat donor and/or acceptor
states. In order to retain charge neutrality, only part of these defects can be
ionized. As the degree of ionization is determined by the Fermi level, the Fermi
level has to stay close (of the oder of the thermal energy kT ) to the defect
energy level. It is “pinned” to the defect energy level. Thus the electron and
hole concentrations will also stay “pinned” and will depend only weakly on the
defect concentration, while the space-charge density is directly proportional to
the defect concentration.
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Fig. 11.14. Resistivity of originally n-type silicon irradiated with neutrons as a function of
fluence. Resistivity is measured as a ratio of voltage and current in an undepleted sample of
silicon. (After Li 1994, Fig. 2)

If the defect energy level is located close to midgap, one obtains simulta-
neously high space-charge density and high ohmic (near intrinsic) resistance
in the undepleted regions of the detector. Such a situation has indeed been
found experimentally (Li 1994) when measuring the resisitivity as a function of
irradiation, as shown in Fig. 11.14. The resistivity of n-type silicon rises with ir-
radiation fluence to a maximum (a factor 2.5 above the intrinsic value) and then
drops only slightly for higher irradiation dose. This behavior indicates that the
Fermi level crosses midgap from above and stays pinned slightly below midgap.

Due to the difference in electron and hole mobilities the maximum resistivity
is obtained for EF < Ei when the hole concentration exceeds the electron
concentration.

For the detector behavior the high resistivity of the undepleted bulk has
some surprising consequences (Lutz 1996). For high-frequency operation the
non-depleted bulk is “transparent”. A half-depleted diode large-area detector
measuring penetrating ionizing particles will see only a quarter of the charge of
a fully depleted one. This is due first of all to a halving of the charge generated
in the space-charge region, and secondly to induction of half of this charge on
either side of the detector by the signal charge trapped in the center plane of
the detector.

11.2.5 Annealing of Radiation Damage

Observing a radiation-damaged detector after the end of the irradiation pro-
cess, one notices that the observed damage to the detector (which manifests
itself in an increase of leakage current, effective doping change, and trapping
probability) diminuishes with time. The rate of damage decrease is strongly
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dependent on the temperature at which the detector is kept during the waiting
period.

As this observation can be naively interpreted as a partial disappearance
of radiation-generated crystal defects, the effect has been called “annealing”.
True annealing, in which the crystal becomes perfect again, does exist – an
example is the filling of a vacancy by a silicon interstitial – but in many cases
defect complexes may just be transformed into other more stable defect types
with changed properties.

Defects and defect complexes are in general stable only up to a characteristic
temperature, the “annealing temperature”, which is also included in Table 11.2.
It is determined by observing the disappearance of some defect-characteristic
properties with time and temperature, as for example in peaks in deep-level
transient spectroscopy (DLTS). The annealing temperature is not very precisely
defined as even below this temperature some annealing occurs. One assumes
an exponential behavior of the annealing of the form

Nd(t) = Nd(0)e−
t
τ with τ(T ) ∝ e

Ea
kT , (11.2.41)

Ea being called activation energy and also given in Table 11.2. The order of
magnitude of τ(Tann) is 10 minutes.

From the previous discussion, it seems clear that annealing is a rather
complicated process involving many different and only partially understood
processes between defects and defect complexes. Examples for the radiation-
generated effective doping change and the volume-generated current are seen
in Figs. 11.15 and 11.16.

Fig. 11.15. Room temperature annealing of radiation-induced volume-generated current. Data
are corrected so as to correspond to a short irradiation followed by a long-term observation at
constant (20◦C) temperature. Data are from a converted detector (Φ = 2 × 1013 n/cm2, upper
curve) and an unconverted detector (Φ = 6.4 × 1011 n/cm2, lower curve). (After Wunstorf
1992a, Fig. 5.25)
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As new defect complexes are produced, the effect of annealing may not al-
ways be beneficial for detector performance. An example of such a detrimental
effect is the increase in space charge after initial annealing of intensely irradi-
ated detectors (Fig. 11.16). This effect has been called “reverse annealing”.

Fig. 11.16. Room temperature annealing of radiation-induced change of effective doping. Data
are corrected so as to correspond to a short irradiation followed by a long-term observation at
constant (20◦C) temperature. Observed is a decrease on the time scale of weeks (annealing)
followed by a rise (reverse annealing) on the time scale of months. (After Wunstorf 1992a,
Fig. 5.18)

Parameterization of Annealing
Because in the present state of knowledge a quantitative description of the
radiation damage with a physical model is not possible, one usually restricts
oneself to a parameterization of the observed effects. This is done separately
for the volume-generated current, the effective doping, and the trapping. The
effective doping (Sect. 11.2.4) is just a simple way to describe the space-charge
density in a fully depleted semiconductor region including the (partially) ion-
ized defects. In all cases one assumes that there exist several defect types that
decay with their charactristic times.

The rate of introduction of radiation-induced volume-generated current has
been found to be roughly a factor two higher after type inversion than for low
irradiation fluences (see (11.2.31) and (11.2.32)). The annealing behavior shown
in Fig. 11.15 is also drastically different, so that after a period of roughly one
week both show similar remaining damage. Parameterizing this behavior, one
writes for the volume-generated current:

∆I(t)

∆I(0)
=

n∑
i=1

Aie
− t

τi . (11.2.42)
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Table 11.3. Relative fractions and annealing time constants for volume-generated currents of
n-type silicon before and after type inversion. For p-type silicon the “after type inversion”
values apply

Time constant Relative fraction
τi [min] Ai

before type inversion

(1.78 ± 0.17) × 101 0.156 ± 0.038
(1.19 ± 0.03) × 102 0.116 ± 0.003
(1.09 ± 0.01) × 103 0.131 ± 0.002
(1.48 ± 0.01) × 104 0.201 ± 0.002
(8.92 ± 0.59) × 104 0.093 ± 0.007

∞ 0.303 ± 0.006

after type inversion and p-type Si

(1.35 ± 0.03) × 101 0.197 ± 0.010
(8.43 ± 0.02) × 101 0.300 ± 0.002
(1.55 ± 0.40) × 103 0.121 ± 0.002
(8.74 ± 0.48) × 103 0.139 ± 0.014

∞ 0.243 ± 0.003

Numerical values for relative amplitudes and corresponding time constants are
given in Table 11.3. They are obtained from measurements on n-type diode
detectors. Notice that time constants change when the detector is irradiated
strongly enough to become permanently inverted.

For the effective doping concentration Neff one writes

∆Neff(t)

∆Neff(0)
=

n∑
i=1

Aie
− t

τi . (11.2.43)

Numerical values for relative amplitudes and corresponding time constants are
given in Table 11.4. They are obtained from measurements on n-type diode de-
tectors exposed to moderate irradiation (< 4×1012 n/cm2). The corresponding
experimental data includes the fitted curve shown in Fig. 11.16.

Table 11.4. Relative fractions and annealing time constants for changes in the effective doping
concentration of n-type silicon

Time constant Relative fraction
τi [min] Ai

(9.40 ± 0.80)· 100 0.214 ± 0.030
(6.87 ± 0.14)· 101 0.262 ± 0.007
(3.43 ± 0.12)· 102 0.118 ± 0.008
(4.00 ± 0.04)· 103 0.097 ± 0.002
(7.52 ± 0.02)· 104 −0.107 ± 0.001

∞ 0.415 ± 0.004
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Notice the term with the longest time constant of 7.5 × 104 min with its
negative amplitude. The source for this negative sign is the reverse annealing,
described in the next section.

11.2.6 Reverse Annealing

When performing systematic studies of radiation damage of silicon detectors,
a surprising new effect was found. Measuring the effective doping of irradiated
silicon as a function of time, it was observed that the initial decrease of doping
change during the first few weeks of room temperature annealing was followed
by a new increase of the effective doping change, a process proceeding on the
time scale of many months (Wunstorf 1992). As the effective doping change
increases, this effect is usually called “reverse annealing”.

A natural explanation for such behavior is the transformation of radiation-
induced electrically inactive defect complexes into electrically active defects.
Two different mechanisms have been proposed: the slow decay of inactive com-
plexes of type X into electrically active (type Y) defects (first-order process);
and a reaction between two kinds of inactive defects X1 and X2, forming an
electrically active defect complex Y (a second-order process). In the first-order
process the decay rate is proportional to the concentration:

dNY

dt
= −

dNX

dt
= k̂(T )NX , (11.2.44)

NY = NX0(1 − e−t/τ ) τ = 1/k̂(T ) . (11.2.45)

For the second-order effect the interaction rate is proportional to the product
of defect concentrations:

dNY

dt
= −

dNX1

dt
= −

dNX2

dt
= k̃(T )NX1NX2 . (11.2.46)

Assuming nearly equal concentrations NX0(Φ) of the two types of radiation-
induced primary defects (Fretwurst et al. 1994), the new type of defect being
responsible for the increase in effective doping has a time dependence of the
form

NY(Φ, t, T ) = NX0(Φ)

(
1 −

1

1 + NX0(Φ)k̃(T )t

)
. (11.2.47)

Note that both models will lead to the same saturation value NY∞ = NX0 .
However, for the second-order process the rise time is expected to depend on
the defect-concentration, thus resulting in a different form of the time depen-
dence compared to a first order process. While earlier measurements seemed to
confirm the predicted form of the time dependence of a second order process,
later investigations (Feick et al. 1996) on the fluence dependence were in dis-
agreement with this hyothesis and the interpretation as a first order process is
now generally accepted.
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Reverse annealing can be accelerated by raising the temperature and slowed
down by cooling. Elevated temperatures are used for investigating reverse an-
nealing in a reasonable time scale, cooling is applied to reduce or completely
suppress (below approximately 0◦C) reverse annealing in the operation of de-
tectors in high radiation environments.

11.2.7 Parameterization of Radiation Damage
for Low-Flux Irradiation

In some applications the duration of irradiation is very long compared with
the short-duration annealing processes. In such a situation it is convenient to
consider only the stable part of the damage and add to it the reverse annealing.
In such a case the change of doping concentration ∆Neff is given as a function
of time t and fluence Φ by

∆Neff(Φ, t, T ) = Neff0 −Neff(Φ, t, T ) = NC(Φ) + NY(Φ, t, T ) . (11.2.48)

NC represents the fluence-dependent stable part of the radiation damage, where

NC(Φ) = NC0(−1 + exp(−cΦ)) + gCΦ . (11.2.49)

The first term is due to removal of original flat dopants (donor removal) and the
second term is due to the radiation-generated introduction of defects with gc

the introduction constant of stable acceptor type defects. Setting the saturation
value of reverse annealing proportional to the fluence Φ, one obtains for the first
order process from (11.2.45)

NY(Φ, t, T ) = gYΦ
(
1 − e−k̂(T )t

)
. (11.2.50)

11.3 Radiation Damage in the Surface Region

In Sect. 11.2.2 we considered the damage to the bulk of the detectors. This was
done with the understanding that the effect of material changes is uniform over
the whole volume of a detector. A very critical part of the detector is the surface
region. At least part of the surface is terminated by an insulator (e.g. SiO2)
and already without irradiation the crystal lattice is irregular over a depth of
many lattice spacings. It is near the surface at the boundaries between strongly
doped and only-insulator-covered regions where the highest field strengths are
present.

In silicon detectors these high field strengths are caused by the positive
charges present at the oxide–semiconductor boundary. For a thorough under-
standing of the effect of irradiation on detectors (and electronics), the damage
to the insulator and the insulator–semiconductor interface has to be known.

A further point to be discussed is the nonuniformity of the damage in the
semiconductor near the surface.
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11.3.1 Oxide Damage

The mechanism of oxide radiation damage is rather different from the one
encountered in semiconductor bulk material. Although the principal difference
between an insulator (such as SiO2) and a semiconductor is the width of the
band gap (see Sect. 2.2 and Chap. 4), there is the additional difference in
material structure. While for the semiconductor one starts with an almost
perfect single crystal, the oxide – and in particular the transition region between
semiconductor and oxide – is highly irregular.

In contrast to that for the bulk semiconductor, irradiation damage to the
crystal material structure does not play an important role as the material
is already highly irregular. The additional damage to the material structure
caused by the interaction of radiation with the nuclei can therefore be safely
ignored. Instead, it is the supply of charge carriers created by ionizing radiation
that is important. Oxide damage therefore is caused by ionizing irradiation such
as photons, x-rays and charged particles, while semiconductor bulk damage,
requiring damage of the crystal structure, is generated by massive particles
such as neutrons, protons, and pions.

One may consider the oxide (and the oxide–silicon interface) as a region
with a high density of defects whose charge state can be altered by irradiation.
As is the case in semiconductors, the mechanisms for these changes are electron
and hole capture processes. For deep enough traps, the emission of captured
carriers into the conduction and valence bands is virtually impossible. In this
connection the much larger band gap of insulators (8.8 eV for SiO2) compared
with semiconductors (1.12 eV for Si) is of primary significance.

Also important is the difference in mobility between electrons and holes in
the insulator. In SiO2, electron mobility is several orders of magnitude larger
than that of holes. Compared with holes, radiation-generated electrons there-
fore will diffuse out of the insulator in a rather short time and the capture
of holes is the dominant process that changes the oxide material’s properties.
Radiation damage of oxide therefore manifests itself as a buildup of positive
charge due to semipermanent trapped holes, which is sensed as a shift in the
flat-band voltage (see Sect. 3.3.2).

Trapping is more likely in regions with higher defect density, which is found
in the semiconductor–oxide transition region. This explains the dependence of
a flat-band voltage shift on the electric field direction in the oxide. For positive
bias of a MOS structure (the field direction driving holes towards the Si–SiO2

boundary), a stronger flat-band voltage shift is observed than for opposite
biasing. Additionally, charges located farther from the metal have a higher
influence on the flat-band voltage. The lowest flat-band shift is observed for
zero field; in this condition the probability of electron–hole recombination is
highest.

A saturation of the oxide charge buildup has been experimentally observed
(Nicollian et Brews 1982; Di Maria et al. 1993). This is explained by a the
limited number of semi-permanent traps in the oxide. As soon as essentially all
of them are filled, no further increase of the oxide charge is possible.
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The saturation value of the oxide charge depends on the oxide quality.
A typical value for high-quality thermally grown oxide is

Qox, sat ≈ 3 × 1012 cm−2 .

11.3.2 Nonuniformity in Bulk Damage Near the Surface

Nonuniformity in bulk damage is naturally expected for nonuniform spatial
distribution or low-penetrating irradiation. There has, however, been observed
an additional effect that cannot be explained by these trivial causes.

When irradiating a silicon device with MeV-energy neutrons, the whole in-
terior of the detector was inverted, but not the surface region. This was found
by measuring the voltage–current characteristics between two neighboring orig-
inal p+–n diodes (e.g. two neighboring strips in a strip detector), which should
show an ohmic behavior after conversion of the n-bulk to effectively p-type.
Instead, the characteristics of two back-to-back diodes has been observed.

A natural explanation for the absence of inversion near the surface comes
from consideration of the process of defect formation. The primary defects (Si–
interstitials and vacancies) are mobile at room temperature. If nothing else
happened to them, they would just diffuse out of the surface and the crystal
would be restored to its perfect state. During their movement, however, these
primary defects can interact with other primary defects and/or defects already
present in the crystal before irradiation, forming in this process stable defects
that alter the electrical behavior of the semiconductor.

Out-diffusion through the surface makes the primary defect density at the
surface zero and reduces it near the surface. The formation of secondary stable
defects therefore is suppressed near the surface (Lutz 1994). However, addi-
tional mechanisms might be needed to provide a quantitative description of
the observed effect.

11.4 Radiation Damage in Detectors

Having discussed the changes in material properties induced by radiation for
the semiconductor bulk material and also the insulator, we now turn to the com-
plete detector. Here we have to consider the interplay between the radiation-
induced material changes of bulk and surface:

• an effective doping change of the bulk, including type inversion of original
n-type silicon;

• an increase of resistivity of undepleted bulk;
• a reduction of generation lifetime resulting in an increase of leakage current;
• the trapping of signal charge; and
• a change of oxide charge.

The basic changes, such as leakage current increase, full depletion voltage
change, and signal loss, have already been discussed in Sect. 11.2.4, together
with the radiation-induced semiconductor bulk material property changes.
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Here, we will in addition focus on more complex effects such as those occur-
ring at the detector surface. These very often will depend on the particular
topology of detectors. A further point of interest is the consequence of near
intrinsic resistivity in the undepleted regions of highly irradiated silicon.

Rather than treating this subject in a general way, we will take two well
known detectors, a large-area diode and a silicon strip detector, and consider
the changes expected when exposing them to irradiation.

The simple p+–n diode detector consists of a large-area diode on a homo-
geneously low-doped n bulk. The backside surface layer has an unstructured
n+ layer that prevents breakdown (charge injection) when the space-charge re-
gion, growing from the top with increasing bias voltage, reaches the backside.
No guard rings are shown, which might be necessary for stable operation of
such a detector (Sect. 11.1.2).

Irradiation with neutrons will lead to a change of effective doping in the di-
rection of p-type material. Simultaneously, the resistivity of the undepleted bulk
will increase. The second point can be of importance if the detector is operated
when partially depleted. As long as the bulk material is still effectively n-type,
the minimum operating voltage for full depletion is decreasing. It starts to rise
again only when type inversion is reached (at ≈ 2 × 1012 n/cm2 in Fig. 11.9).
After type inversion, the diode junction has moved to the opposite wafer side;
the space-charge region grows with increasing voltage from the n+ backside. If
the whole bulk were effectively uniformly doped, the space-charge region would
extend all the way to the cutting edge of the detector, where a high density of
crystal defects would produce a strong generation current and where therefore,
the detector would be rather useless. Experimental observations have shown,
however, that these simple diodes were functional even after type inversion.
The reason for this behavior had for a long while not been understood.

A simplified explanation for the observed type inversion survival is given
below. The surface region of the wafer does not invert (see Sect. 11.3.2). On the
top side, the positive oxide charges, in addition, generate an electron surface
layer. This conducting electron layer is connected to the backside n+ layer
through the conducting, strongly damaged cutting edge. Assuming an absence
of generation current, a potential valley with depth of less than a quarter of
the full depletion voltage of the wafer will form in the rim region midway
between front and backside of the detector. Holes generated in the damaged
region near the cut edge will move through this potential valley towards the
center detector region while electrons are pulled towards the bottom, top and
sideward surface regions. Here one profits from the high ohmic resistivity (low
free carrier concentrations) of the undepleted bulk. The valley therefore will be
filled with holes, to a larger degree near the cut edge than in the vicinity of
the detector region, and the voltage drop along the bottom of the valley will
provide a continuous flow of holes towards the center region. As the electron
density in the space-charge region and in the (electrically neutral) valley region
is close to zero, the hole density will be below the value expected in thermal
equilibrium. In the undepleted valley region the excess current generation is
suppressed.
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Example 11.4
Problem: Estimate the order of magnitude of the leakage current of a strongly
inverted 1 × 1 cm2 large and 300µm-thick diode with the above given hypoth-
esis, assuming a 5mm wide cutting rim L, full depletion voltage of 100V and
operation at room temperature. Discuss how the leakage current would vary
with temperature.
Solution: Assuming the potential valley at the rim of the detector to be on
average one-third filled, its resistance (see Fig. 11.14 in Sect. 11.2.4.4) is ap-
proximately

R = ρ
L

A
= 0.4 × 106 Ωcm

0.5 cm

10−2 cm · 4 cm
= 5 × 106 Ω .

The voltage drop along the channel is roughly 100V/4 = 25V, so that the
contribution of the rim to the leakage current is 25V/5 × 106 Ω = 5µA.

The resistivity in the undepleted region scales with the carrier concentra-
tion. As the Fermi level stays approximately pinned to the dominant defect level
close to the middle of the band gap, it will scale approximately in the same way
as the inverse of the intrinsic carrier concentration. Lowering of temperature
by 7◦C will increase the resistivity, and therefore also reduce the current, by
a factor of two.

One can also build detectors that completely exclude this current generated
at the cut edge. The simplest method is switching to p-type silicon as a base
material and providing an n+–p junction. Then the junction does not switch
surfaces. Another effect, however, will cause problems: the positive oxide charge
will generate an electron inversion layer that extends all the way towards the
cutting edge, thus again extending the space-charge region towards the dam-
aged cut region. Such a situation can be avoided by interrupting the electron
layer with at least one ring of p-doping. If one still wants to completely sup-
press edge-generated currents in n-type bulk material, then it is necessary to
structure both sides of the detector, so that the detector works for the diode
located on either side of the wafer.

Ionizing radiation increases the oxide charge and thereby raises the electrical
field strength in particular positions of the detector. For the diode shown in
Fig. 11.17 the most sensitive region is next to the edge of the diode, as was
already discussed in Sect. 11.1. Proper high-voltage protection structures, such
as shown in Fig. 11.6, prevent electric breakdown. They have to be dimensioned
in such a way as to take into account the radiation-induced saturation value of
the oxide charge.

Irradiation with charged hadrons (pions or protons) leads to oxide charge
increase up to the saturation value, followed by type inversion when starting
with n-type silicon. Proper design of the detectors ensures that they are func-
tioning at all conditions occurring during their lifetime.

It remains to discuss how the detectors will react to the irradiation that
they are designed to measure. As long as the detector is fully depleted, the
change from a nonirradiated detector is not spectacular: there is the signal loss
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Fig. 11.17a–c. Explanation for the survival of a simple p+–n silicon diode detector after type
inversion due to strong irradiation: partially depleted detector before (a) and after (b) type
inversion, ignoring carrier generation in the cut region. Fully depleted detector (c) with
charge generation in the cut region. The potential valley at the rim is filled with holes, the
undepleted region acts as resistor, limiting the edge leakage current

due to trapping and there is also a change in the form of the signal due to
the changed electric field distribution. The situation is different for a partially
depleted detector. This is due to the high resistivity of the undepleted region of
the detector. For fast signals this undepleted bulk can be viewed as an insulator
rather than a conductor.

Consider a homogeneously doped detector that is biased with a voltage

VB < Vdepl; then a fraction f =
√

VB

Vdepl
will be depleted and therefore be

sensitive to ionizing radiation. For a traversing charged particle, the amount
of charge generated in the sensitive region will drop by the same fraction f
compared with a fully depleted detector. For the inverted detector an additional
effect appears: the holes will move to the edge of the space-charge region and
induce a charge fQgen on the p-side electrode and a charge (1− f)Qgen on the
n-side. It will then take a long time until the charge carriers in the undepleted
region rearrange so as to bring the electric field in the undepleted region back
to zero again.
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The signal charge detected on a fast time scale therefore is

Qsig = f2Qsig, full =
VB

Vdepl
Qsig, full .

Its value rises linearly with voltage while for the nonirradiated detector the
value rises with the square root.

The characteristic time for this effect can be estimated in the following way.
We consider a parallelipiped (area A and thickness d) of the undepleted region
and calculate the RC time constant with

R = ρ
d

A

C =
1

εε0

A

d

τ = RC = ρεε0 .

We find it independent of the geometry: at room temperature we obtain

τ ≈ 0.4 × 106 Ωcm · 11.9 · 8.85 × 10−14 F/cm = 0.42µs .

Applying the same considerations to strip detectors, we have to take into
account the fact that the induced charge, due to the signal charge accumulated
at the edge of the space-charge region in the bulk, is distributed over several
strips. The region in which significant charge will be induced will be of similar
extent to the distance of the signal charge from the respective surface.

11.5 Radiation Damage in Electronics

Radiation damage in electronics has been studied extensively. In the past these
studies have concentrated on failure aspects in digital electronics and were
motivated by their relevance to various applications, including military ones.

Semiconductor detectors with few exeptions do not possess intrinsic ampli-
fication properties and very frequently require high-density readout. Therefore
the question of radiation-induced noise degradation of integrated electronics
has attracted particular attention in recent years. In the following we will give
a rather short description of the principal damage mechanisms and their rele-
vance to particular types of electronics.

As most detectors and electronics are built from silicon using similar tech-
nology, the radiation-damage mechanisms are in principle the same for elec-
tronics and detectors. There are, however, important differences due to (for
example) the drastically different doping concentrations and the different func-
tion principles.

As the doping densities used in electronics is usually several orders of mag-
nitude higher than in detectors, the radiation-induced change in doping con-
centration is in general not important. Important are, however, other aspects of
the bulk damage and oxide damage. Their effects on devices will be discussed
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separately for MOS transistors, bipolar transistors and JFETs, considering first
the static and then the noise properties.

As the gate oxide is a key element of MOS transistors, the device is very
sensitive to its property changes. Ionizing radiation causes buildup of posi-
tive charge within the oxide and the creation of interface states in the oxide–
semiconductor interface. The rate of creation is dependent on size and polarity
of the electric field in the oxide and thus on the gate voltage applied during
irradiation. The change in the transistor threshold voltage due to oxide charge
buildup can cause catastrophic failures in circuits, in paricular in digital cir-
cuits when n-channel enhancement transistors change to depletion-type and
thus cannot be turned off any more in inverters etc. The resulting continuous
current flow due to the generated heat will eventually destroy the circuit. A fur-
ther effect, important for devices having the conducting channel directly at the
Si–SiO2 interface (as is the case for most enhancement type MOS transistors),
is due to the reduction of mobility near the interface, causing a reduction of
the transconductance.

The static properties of bipolar and JFET transistors, being bulk devices,
do not depend on oxide damage. In bipolar transistors the most prominent
damage is the decrease of minority carrier lifetime, leading to an increase of
recombination in the base region and therefore to a reduction of the base trans-
port factor αT, respectively the current gain β = ∂IC

∂IB
. JFETs, being unipolar

devices are only weakly affected by bulk damage. The gate leakage current
increases due to increased generation in the reverse-biased gate junctions.

Turning now to the subject of noise, we recall the three basic mechanisms
described in Sect. 7.2: thermal noise, shot noise and low frequency (RTS) noise.
Thermal noise can be derived from the static properties of the devices that de-
teriorate to some extent by irradiation, as discussed above. Shot noise does not
play a significant role in MOS transistors due to the absence of gate currents
through the perfect gate isolator, although it is very significant in bipolar tran-
sistors because of the reduction of current amplification and the corresponding
increase of base current when keeping the emitter current constant. It also can
become significant in JFETs, when the gate leakage current increases due to
radiation-induced bulk damage. Low-frequency noise is important in all three
devices. Recall that 1/f noise is explained as a superposition of RTS signals
from many traps with different characteristic frequencies.

For MOS transistors the vast majority of these traps are located within the
oxide layer close to the oxide–semiconductor interface and the interaction with
the channel occurs by tunneling. The noise properties of MOS transistors are
therefore affected by both oxide and bulk damage, although the influence of
oxide damage on depletion-type MOS devices can be reduced strongly if the
channel current is kept from interacting with the surface region.

In a properly designed JFET the channel is well separated from the surface;
therefore only bulk traps will generate RTS noise. The frequency spectrum can
deviate significantly from 1/f as traps with discrete energy levels and therefore
characteristic emission times for trapped charge carriers are present.
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Radiation-induced low-frequency noise is also observed in bipolar devices,
despite the fact that these are bulk devices with very thin base regions. An
explanation for this fact is the smallness of these devices, combined with the
fact that each base touches the oxide.

11.6 Radiation Hardening Techniques

Radiation hardening can be done in principle by using technologies that result
in materials whose properties do not change very much when exposed to radia-
tion. Alternatively, one can design devices that tolerate the changes in material
properties.

When applied to silicon detector bulk material, the first approach so far
has not produced very significant results. Nevertheless, attempts to influence
the creation of stable defects by controlled doping of the base material are
continuing. More success has been achieved in the radiation hardness of SiO2.
Here the principal problem of oxide charge buildup can be influenced by oxide
growing techniques. The main reason for this possibility is the fact that oxide
defects are already there after the growth process. These defects (traps) are
capable of capturing holes that are produced during irradiation with ionizing
radiation. The creation of additional oxide defects due to irradiation plays
a minor role. Therefore one observes a saturation of the oxide charge. Radiation
hardness of oxide depends on technological parameters such as gas composition,
pressure and temperature during thermal oxidation. Oxide deposited from the
gas phase has significantly worse properties than thermally grown oxide. Of
interest with respect to radiation hardness are also oxi-nitrides, in other words
SiO2 with an admixture of silicon nitride.

The second approach, the design of radiation-tolerant device structures, ap-
plied often together with the first approach, has led to very significant results.
This is most apparent in the field of electronics, where radiation-hard devices
are commercially available. In CMOS electronics the use of very thin high-
quality gate oxides has strongly reduced the magnitude of radiation-induced
threshold voltage shifts. Properly doped guard rings around individual tran-
sistors prevent the appearance of parasitic shorts between neighboring devices
due to radiation-induced positive charge in the thick field oxide. Alternatively
the SOI (Silicon On Insulator) technique provides separate small substrates for
individual transistors.

No general recipe can be given for the radiation hardening of detectors. The
parameterization of macroscopic material properties, as presented in Sects. 11.2
and 11.3, provide a means for anticipating the change in detector properties
during the irradiation scenario. The detectors have to be designed in such a
way as to remain operational during all stages of the scenario. In some cases
this will require the capability of operating at very high bias voltage and/or
low temperature in order to keep leakage currents (and noise) at an acceptable
level.
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11.7 Summary

Electrical breakdown of detectors is due to the occurrence of high electric field
regions capable of inducing avalanche charge multiplication processes. The oc-
currence of such conditions often depends on the conditions on the outer surface
of the insulator. These conditions are often poorly defined in the sense that they
depend on environmental conditions and the time since application of the ex-
ternal potentials on the device. The time needed for arriving at a stable static
condition can be very long because the conductivity on the outer surface of the
insulator may be extremely low. Stable conditions are reached after a spreading
of the charge on the outer surface, so that the potential at the outer surface
approaches that of the neighboring conducting electrodes.

The breakdown mechanisms and ways to prevent their occurrence are de-
scribed in Sect. 11.1. Special attention is given to the detector rim, the region
most prone to electrical breakdown, and to measures that provide a controlled
drop of potential in this region. It is advisable to avoid as far as possible un-
defined conditions on the outer surface of the detectors. One way of doing so
is the introduction of a very low conducting layer on top of the insulator.

Radiation changes the material properties of the semiconductor and also
the insulator. The primary damage in the semiconductor is the displacement of
lattice atoms from their regular sites, thus creating simultaneously interstitials
and vacancies. In silicon these primary defects are mobile at room temperature.
They diffuse within the crystal until they either anneal by combining a vacancy
with an interstitial or form a stable defect complex by combination with an im-
purity or other radiation-generated defect. They also disappear when reaching
the surface in the process of diffusion.

The rate of generation of primary defects is dependent on the type of radi-
ation. Scaling of the effective damage between different types of radiation and
varying energies is done with the help of the non-ionizing energy loss (NIEL),
which subtracts from the total absorbed energy that part which goes into the
interaction with electrons.

Crystal defects can create localized energy levels within the band gap. The
same defect can exist in several charge states, the energy level(s) describing
the energy necessary to change the charge state by emission of an electron or
a hole.

Changes to the defect charge state occur by electron and hole emission
and absorption. Thermal equilibrium considerations allow the derivation of
the electron (or hole) emission probability from the capture cross-section, as
expressed in (11.2.5) and (11.2.7). An exponential dependence on the defect
level position is found.

These relationships are then used in static nonequilibrium conditions to
derive the occupation probabilities for the defect charge states and the charge
generation.

The effects of semiconductor defects on detector properties (Sect. 11.2.4)
are: the change in effective doping in the space-charge region, resulting in
a change of the full depletion voltage; enhancement of the generation (and
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recombination) rate, resulting in an increase of the reverse-bias current; and
the capture and delayed release (trapping) of signal charge, resulting in a loss
of signal. Although in principle these properties could be derived from the mi-
croscopic changes in the crystal, the knowledge of the defect properties and
production dynamics is much too limited to make this possible. Therefore one
restricts oneself to a parameterization of the observed damage in effective dop-
ing, carrier lifetime and charge trapping as a function of the radiation fluence.

A similar parameterization is also done for the annealing which is due to the
rearrangement of defects after the initial damage. Here the time dependence of
semiconductor properties after the end of a presumed short irradiation is ex-
pressed with a superposition of several exponential decays with different decay
times. This parameterization is done separately for the minority carrier lifetime
(or the reverse-bias leakage current) and the effective doping observed in the
space-charge region.

In the effective doping not only a decrease in the doping change with time
is observed but also, on a much longer time scale, an increase is found. This
increase is referred to as “reverse annealing” and is assumed to be due to an as
yet unidentified and unexplained rearrangement of defects within the crystal.

Even for uniform irradiation, damage is not uniform over the semiconductor
volume. For n-type silicon as the bulk material and sufficiently high fluence,
the main part of the bulk inverts to p-type material while a thin surface region
remains uninverted. A thorough investigation of this effect is still to be done.

Radiation damages also the insulator and the interface between semicon-
ductor and insulator. The rate of damage is dependent on the strength and
direction of the electric field.

Usually overlooked is the fact that the undepleted radiation-damaged bulk
region behaves very differently from that of a normally doped region. This is
due to the different effects of deep-level defects from normal shallow dopants.
In strongly radiation-damaged silicon the Fermi level is pinned close to midgap
so that the carrier densities are near-intrinsic and the conductivity is low. This
fact is important for understanding the survival of standard diode detectors
after type inversion.

Radiation hardening of detectors requires a design that takes into account
the material’s property changes during the irradiation. The possibilities of re-
ducing the sensitivity of the material to irradiation is so far rather restricted.
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Throughout the book we have made quite extensive use of results from de-
vice simulations. This is due to the fact that only very few problems can be
solved analytically. Those problems are usually one-dimensional and idealized
assumptions (such as homogeneous doping in distinct regions of the device) are
made.

Devices in general require at least two-dimensional – in some cases even
three-dimensional – analysis to arrive at quantitatively correct results. At
present three-dimensional analysis is only done in very exceptional circum-
stances due to the large demand on computer memory and power. In general,
one relies on two-dimensional simulations and tries to guess the changes ex-
pected for three dimensions from several two-dimensional simulations. Two-
dimensional (and a few three-dimensional) device simulation packages have
been developed by a number of scientific institutes and commercial companies.

A presentation of two-dimensional methods would nevertheless exceed the
scope of this book. We will instead give a one-dimensional example that involves
defects as discussed in Chap. 11. In this way the methods are presented in
a simpler and more transparent manner.

Numerical methods involve the replacement of differentials by finite differ-
ences between values taken on a grid. Generalization from one to two or three
dimensions is relatively straightforward as long as one uses rectangular grids.
However, the more modern finite-element methods use grids of different shapes
(e.g. triangular) with varying grid spacing.

The presentation in this chapter will also largely be restricted to stationary
situations. An example of a heavily radiation-damaged reverse-biased diode will
be given. A short outline of the treatment of time-dependent (nonstationary)
cases will conclude the chapter.

12.1 Mathematical Formulation

The problem to be solved involves the simultaneous finding of the (time-depen-
dent) distributions of

• electrons;
• holes;
• potential; and
• space charge.
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This is done by solving simultaneously the continuity equation for electrons,
relating drift, diffusion and generation, the continuity equations for holes, and
the Poisson equation, relating charge density and potential. The charge den-
sity depends on the distribution of all charged entities: electrons, holes, (fully
ionized flat) donors and acceptors, and deep-level defects. It provides a strong
coupling amongst the three differential equations.

Deep-level defects, which simultaneously are responsible for charge gene-
ration–recombination and for part of the space charge, are usually not taken
into account explicitly. Their effect on generation–recombination is customarily
approximated by the introduction of a carrier lifetime, while the contribution
to space charge is simply ignored. We will not follow that approach here but
rather give a correct treatment based on first principles.

In the following, the three coupled differential equations will be formulated,
the space charge (including the partially charged defects) will be found, and
the concept of Quasi-Fermi levels will be introduced.

12.1.1 Poisson and Continuity Equations

In their most general form, continuity and Poisson equations look thus:

• continuity equation for electrons :

∂n

∂t
= µnn�E + Dn�

2n + Gn −Rn ; (12.1.1)

• continuity equation for holes :

∂p

∂t
= −µpp�E + Dp�

2p + Gp −Rp ; (12.1.2)

• Poisson′s equation :

�2Ei/q = �2Φ = �E =
ρ

εε0
=

q

εε0
Qs . (12.1.3)

Note that the electric field E has been expressed by the intrinsic level Ei = qφ
and not the potential, leading to a positive sign in (12.1.3).

The excess generation rates Gn−Rn and Gp−Rp will be found from defect
properties and concentrations in Sect. 12.1.2. The space-charge density Qs (in
units of elementary charge per volume) is given by

Qs = p− n + ND −NA + Qt (12.1.4)

and includes a contribution from charged defects Qt again to be derived in
Sect. 12.1.2. All quantities, with the exception of the fully ionized flat donor
and acceptor densities ND and NA, will be functions of space and time, to be
determined by solving the coupled system of equations with the inclusion of
deep-level defects, as discussed in the section following.

The situation simplifies if only stationary situations are considered, in which
case one has

∂n/∂t = 0 ∂p/∂t = 0

and all quantities are functions of position only.
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12.1.2 Deep-Level Defects in Stationary Situations

Deep-level defects have been dealt with already in Chap. 11. Their effects on
electron and hole generation–recombination and on space charge are essential
for any simulation. Relations between capture and emission processes have been
derived from thermal equilibrium conditions for simple defects in Sect. 11.2.3
((11.2.5) and (11.2.7)) and for general type defects in Sect. 11.2.3 ((11.2.27)
and (11.2.28)). They will be used in the treatment of nonequilibrium situations.

Considering first one single type of defect with k + 1 charge states and
restricting ourself in addition to the stationary case, we find from the require-
ments of constant average charge-state occupation probability, and unity of the
sum of probabilities, the occupation probability Pt,l of the individual charge
states l = 0 to k. In order to keep the average defect charge state constant,
the sum of electron capture and hole emission rates of charge state l − 1 has
to equal the sum of hole capture and electron emission rate of charge state l.
Thus:

NtPt,l−1(ncn,l + εp,l) = NtPt,l(pcp,l + εn,l) ; (12.1.5)

αl =
Pt,l

Pt,l−1
=

ncn,l + εp,l
pcp,l + εn,l

=
ncn,l +

(
gl

gl−1

)
e−

Et,l−Ei
kT nicp,l

pcp,l +
(

gl−1

gl

)
e

Et,l−Ei
kT nicn,l

=
cn,ln +

(
gl

gl−1

)
cp,lni/xt,l

cp,lp +
(

gl−1

gl

)
cn,lnixt,l

, (12.1.6)

where we have introduced the short hand notation x = e
E−Ei
kT .

The additional unity requirement for the sum of probabilities

k∑
l=0

Pt,l = 1 (12.1.7)

allows the determination of the defect charge-level occupation probabilities
Pt,l by solving the system of k + 1 linear equations (12.1.6) and (12.1.7). The
contribution of this one type of defect to the space-charge density is found by
taking the sum over defect charge levels:

Qt = Nt

k∑
l=0

Pt,l(Q0 − l) (12.1.8)

with Q0 the most positive charge state of the defect.
The excess generation rate G − R = Gn − Rn = Gp − Rp is obtained by

summing over the defect levels and using (11.2.27) and (12.1.6). Thus:
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Gn −Rn =Nt

k∑
l=1

[Pt,lεn,l − Pt,l−1ncn,l]

=Nt

k∑
l=1

[
Pt,l

gl−1

gl
cn,lnixt,l − Pt,l−1ncn,l

]

=Nt

k∑
l=1

Pt,lcn,l

⎡
⎣gl−1

gl
nixt,l −

cp,lp +
(

gl−1

gl

)
cn,lnixt,l

cn,ln +
(

gl
gl−1

)
cp,lni/xt,l

n

⎤
⎦

=Nt

k∑
l=1

Pt,l
cn,lcp,l

cn,ln +
(

gl
gl−1

)
cp,lni/xt,l

[
n2
i − np
]

;

Gp −Rp =Nt

k∑
l=1

Pt,l−1
cn,lcp,l

cp,l p +
(

gl−1

gl

)
cn,l nixt,l

[
n2
i − np
]

. (12.1.9)

This may be written in the more familar form

G−R =β(n2
i − np) , (12.1.10)

with

β =Nt

k∑
l=1

Pt,l
cn,lcp,l

cn,l n +
(

gl
gl−1

)
cp,l ni/xt,l

=Nt

k∑
l=1

Pt,l−1
cn,lcp,l

cp,l p +
(

gl−1

gl

)
cn,l nixt,l

. (12.1.11)

Note, however, that β, the coefficient describing the excess generation rate,
depends on the charge carrier concentrations n and p as the charge-state occu-
pation probabilities Pt,l are functions of both carrier concentrations. Therefore,
in addition to Poisson’s equation the continuity equations will also become non-
linear.

Extension to several types of defects is accomplished easily by finding occu-
pation probabilities separately for each defect type (using (12.1.6) and (12.1.7))
and taking the sum over defect types in evaluating the space charge (see
(12.1.8)) and excess generation rate (see (12.1.10)).

Example 12.1
Problem: Simplify the formalism for the special case of a simple (single-level
nondegenerate) defect type.
Solution: Only two charge states are possible. With Pt,0 = 1 − Pt,1, from
(12.1.7) equation (12.1.6) simplifies with the notation Pt ≡ Pt,1 to

Pt

1 − Pt
=

ncn + nicp/xt

pcp + nicnxt
; Pt =

ncn + nicp/xt

ncn + nicp/xt + pcp + nicnxt
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With Q0 = 1 for donors and Q0 = 0 for acceptors, the charge density becomes
via (12.1.8)

Qt,donors = Nt(1 − Pt) Qt,acceptors = −NtPt .

The excess generation rate, via (12.1.10), simplifies to

G−R = β(n2
i − np) ,

with

β = NtPt
cncp

cn n + cp ni/xt
= Nt

cncp
cn n + cp ni/xt + cp p + cn nixt

.

12.1.3 Quasi-Fermi Levels

The concept of the Quasi-Fermi level is a convenient way of describing the
strongly varying charge carrier (electron and hole) concentrations by smoothly
varying parameters. Besides this convenience, it has no significance in physics,
even though deeper significance is sometimes wrongly attached to it. Its useful-
ness is found when trying to introduce in an approximate fashion the coupling
of the continuity and Poisson equations into the numerical solution method.

The concept of Quasi-Fermi Levels (QFLs) will be extended in the following
narrative so as to be applicable also to describe the charge state of deep-level
defects. In thermal equilibrium the charge carrier densities are completely de-
termined by the Fermi level. One has via (2.3.7):

n = nie
EF−Ei

kT p = nie
Ei−EF

kT . (12.1.12)

The basic idea of the QFL is to extend the description by a Fermi level also to
the nonequilibrium case. One then has to introduce separate QFLs for electrons
(En

F) and holes (Ep
F) and to use the same functional dependence:

n = nie
En

F
−Ei

kT p = nie
Ei−E

p
F

kT . (12.1.13)

Recall that for electrons and holes we have approximated in Chap. 2 the Fermi
distribution by Boltzmann distributions (equation (2.3.2)), which is justified
for Fermi levels not too close to either band.

Extending the concept to deep-level defects, we have to use true Fermi
distributions. In thermal equilibrium one has for the ratio of probabilities for
finding the defect in two neighboring charge states (via (11.2.23)):

Pt,l/gl
Pt,l−1/gl−1

= e−
Et,l−EF

kT = e−
Et,l−Ei+Ei−EF

kT = e−
qΨt,l+Ei−EF

kT , (12.1.14)

with qΨt,l representing the distance of the lth defect level from the intrinsic
level. Extending the concept to the nonequilibrium situation in an analogous
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fashion leads to the introduction of a separate QFL for each energy level of the
defect:

Pt,l/gl
Pt,l−1/gl−1

= e−
Et,l−Et

F,l
kT = e−

Et,l−Ei+Ei−Et
F,l

kT = e−
qΨt,l+qφ−Et

F,l
kT , (12.1.15)

φ = Ei/q being the electron potential. The ratio between occupation prob-
abilities of neighboring charge states is found from consideration of the charge-
changing processes in (12.1.5) and (12.1.6). and can thus be used for the de-
termination of the defect QFLs.

The assumption of constant QFL for small changes of potential in station-
ary situations has proven to be an easy and efficient way to implement in an
approximate fashion the changes in carrier densities and therefore space charge
into the solution of the Poisson’s equation. In the following, the change of
space-charge density with potential will be derived by assuming constant QFL
for electrons, holes and deep-level defects.

From (12.1.4) we have

∂Qs

∂φ
=

q

εε0

[
∂p

∂φ
−

∂n

∂φ
+

∂Qt

∂φ

]
. (12.1.16)

Having chosen φ = Ei

q
, we derive from (12.1.13) under the assumption of con-

stant QFL En
F and Ep

F with VT = kT
q

:

∂n

∂φ
= −

1

VT
n

∂p

∂φ
=

1

VT
p . (12.1.17)

Similarly we find from (12.1.15)

Pt,l =
gl

gl−1
e−

qψt,l+qφ−Et
F,l

kT Pt,l−1 = αlPt,l−1 (12.1.18)

by taking the derivative with respect to φ:

∂Pt,l

∂φ
− αl

∂Pt,l−1

∂φ
= −

q

kT
αlPt,l−1 ; (12.1.19)

and, from (12.1.7):

k∑
l=0

∂Pt,l

∂φ
= 0 . (12.1.20)

The set of k + 1 linear equations (12.1.19) and (12.1.20) can be used for
finding the variation of defect charge-state occupation probabilities with the
intrinsic level change

∂Pt,l

∂φ
. The change of the defect-type charge density is

found from (12.1.8) as

∂Qt

∂φ
= Nt

k∑
l=0

∂Pt,l

∂φ
(Q0 − l) . (12.1.21)
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Inserting (12.1.17) into (12.1.16), the total change of space charge with
electron potential becomes

∂Qs

∂φ
=

q

εε0

[
1

VT
(n + p) +

∂Qt

∂φ

]
. (12.1.22)

This expression will be used in the linearized Poisson equation, as will be shown
later. It should be pointed out, however, that calculating the derivative of the
occupation probability with respect to the potential from the assumption of
constancy of defect QFLs (see (12.1.19) and (12.1.20)) does not agree com-
pletely with a direct calculation from the electron and hole concentration. Em-
ploying the latter method, one obtains

∂Pt,l

∂Φ
=

∂Pt,l

∂n

∂n

∂φ
+

∂Pt,l

∂p

∂p

∂φ
, (12.1.23)

with ∂n
∂Φ

and ∂p
∂Φ

given by (12.1.17), while the derivatives of the occupation
probabilities with respect to the carrier densities can be derived from (12.1.6)
and (12.1.7) by taking the derivatives; after slight rearrangement we have the
following two sets of equations:

∂Pt,l

∂n
− αt,l

∂Pt,l−1

∂n
=

cn,l

cp,lp +
(

gl−1

gl

)
cn,lnixt,l

Pt,l−1 (12.1.24)

k∑
l=0

∂Pt,l

∂n
= 0

∂Pt,l−1

∂p
−

1

αt,l

∂Pt,l

∂p
=

cp,l

cn,ln +
(

gl
gl−1

)
cp,lni/xt,l

Pt,l . (12.1.25)

k∑
l=0

∂Pt,l

∂p
= 0 .

These two sets of k + 1 equations can be solved separately and the results
inserted in (12.1.23).

12.2 Numerical Solution of Stationary Situations

For reasons of simplicity and transparency, this presentation will be restricted
to the one-dimensional stationary case. As mentioned before, the three coupled
differential equations are nonlinear. The method of linearization will be dealt
with in Sect. 12.2.1, while the methods for numerical solutions, replacing dif-
ferentials by finite differences on a grid, are presented in Sect. 12.2.2.
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12.2.1 Linearization of the Problem

Linearization of differential equation is possible if one starts already with a so-
lution that is close enough to the final solution so that an iterative procedure
for solving the differential equation does not diverge. The method will first be
demonstrated with Poisson’s equation, taking into account simultaneously the
coupling to the continuity equations which will alter the carrier densities and
therefore the space-charge density, which is a dominant feature of Poisson’s
equation.

There and in the following we choose to use voltages instead of energies and
introduce the following notation:

φ = Ei

q
, the electron potential (numerically equal to the intrinsic energy

level, expressed in eV);
ψj

t = 1
q

(Et −Ei), the defect level of defect type j relative to the intrinsic
level;

φn =
En

F

q
, φp =

Ep
F

q
, φj

t =
Et j

F

q
, the Quasi-Fermi Levels of electrons, holes

and deep-level defects respectively; and
VT = kT

q
, the thermal voltage.

Poisson’s Equation
With this notation Poisson’s equation (12.1.3) is written as

∂2φ

∂x2
=

q

εε0
Qs (12.2.1)

with the space charge Qs (see (12.1.4)) expressed by electron, hole, doping
densities and in addition the charge densities of the deep-level defects, thus:

Qs(x) = (ND(x) −NA(x) − n(x) + p(x) + Qt(x)) . (12.2.2)

Taking h(x) as a small deviation of the true solution of Poisson’s equation φ(x)
from the approximate solution φ̄(x), we have:

φ(x) = φ̄(x) + h(x) (12.2.3)

and one may linearize (12.2.1) as

∂2φ̄(x)

∂x2
+

∂2h(x)

∂x2
≈

q

εε0

[
Q̄s(x) +

∂Qs

∂Φ
h(x) + ...

]
. (12.2.4)

Reordering (12.2.4) and ignoring higher-order terms, we obtain the linearized
differential equation for the difference h(x) between true φ(x) and approxi-
mate φ̄(x) solutions, the space charge Qs and its derivative with respect to the
electron potential φ given for simple defects in (12.2.2) and (12.1.22):
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∂2h(x)

∂x2
−

q

εε0

∂Qs

∂Φ
h(x) = −

∂2φ̄(x)

∂x2
+

q

εε0
Q̄s(x) (12.2.5)

∂2h(x)

∂x2
−

q

εε0

[
n̄(x) + p̄(x)

VT
+

∂Qt(x)

∂Φ

]
h(x)

= −
∂2φ̄(x)

∂x2
+

q

εε0

[
ND(x) −NA(x) − n̄(x) + p̄(x) + Q̄t(x)

]
. (12.2.6)

The latter form has been used in order to show explicitly the difference with
and without deep-level defects. Notice that electron and hole concentrations
enter with the same sign on the left- and with opposite sign on the right-hand
side.

Equations (12.2.5) and (12.2.6) can be used to solve Poisson’s equation in
an iterative way. Under the approximation of constant QFLs, electron and hole
densities are rescaled according to (12.1.13) after each iteration step as

φ′(x) = φ(x) + h(x) (12.2.7)

n′(x) = n(x)e
−h(x)

VT (12.2.8)

p′(x) = p(x)e
+

h(x)
VT . (12.2.9)

A similar rescaling for the defect charges would also be possible, however, the
Boltzmann approximation implicit in (12.2.8) and (12.2.9) is no longer valid
and the true Fermi distribution has to be used. It therefore is simpler to directly
calculate after each iteration step the defect charge density Qt and its partial
derivative ∂Qt

∂φ
from electron and hole densities and capture cross-sections ac-

cording to the procedures described in Sects. 12.1.2 and 12.1.3.
As linearization of the Poisson equation has been reached by replacing

e
h(x)
VT ≈ 1 +

h(x)

VT
,

one expects convergence problems for the case that the potential correction
function h(x) rises above the thermal voltage VT = kT/q. In such a situation
it is advisable to scale down the correction function h(x) by a suitable factor.

Continuity Equations
In the standard approach, the excess generation rate G−R given by (12.1.10) is
calculated with the assumption of fixed excess generation constant β. With this
assumption the continuity equations (12.1.1) and (12.1.2) are linear. Inserting
(12.1.10) into (12.1.1) and (12.1.2) and assuming ∂n

∂t
= ∂p

∂t
= 0 as well as equal

electron and hole excess generation rates (Gn − Rn = Gp − Rp = G − R =
β(n2

i −pn)), as is the case in stationary situations, one obtains after reordering

−Dn
∂2n

∂x2
+ n

[
−µn

∂2φ

∂x2
+ p
∑

defects

βj

]
= n2

i

∑
defects

βj (12.2.10)

−Dp
∂2p

∂x2
+ p

[
µp

∂2φ

∂x2
+ n
∑

defects

βj

]
= n2

i

∑
defects

βj . (12.2.11)
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These equations are valid for general stationary situations. However, as has
been pointed out already, the generation–recombination factor β is dependent
on the carrier concentrations n and p so that the excess generation rate is a non-
linear function of the carrier concentations n and p in (12.1.10). Subsequently
the continuity equations are nonlinear equations, which can be linearized by
expanding β around the approximate carrier concentrations n̄ and p̄. This pos-
sibility will, however, not be followed up here.

12.2.2 The Finite Difference Method

Numerical solutions of linear differential equations are usually derived by re-
placing the derivatives of a function by differences taken on a grid, with ei-
ther equal or unequal spacing. Taking equal spacing simplifies the mathematics
somewhat; however, it will in most cases not be “economical” as it will lead
in general to many more grid points. The method is illustrated in the one-
dimensional case for a function f(x) and grid points xi using the shorthand

notation f(xi) = fi,
∂f(xi)

∂x
≡ f ′(xi) = f ′

i , f
′′(xi) = f ′′

i etc. The Taylor series
expansion of f(x) around xi

f(x) = f(xi) + f ′(xi)(x− xi) +
1

2
f ′′(xi)(x− xi)

2 + ..... (12.2.12)

results in

fi−1 = fi − f ′
i(xi − xi−1) +

1

2
f ′′
i (xi − xi−1)

2

−
1

6
f ′′′
i (xi − xi−1)

3 + ... (12.2.13)

fi+1 = fi + f ′
i(xi+1 − xi) +

1

2
f ′′
i (xi+1 − xi)

2

+
1

6
f ′′′
i (xi+1 − xi)

3 + ... (12.2.14)

Combining these two equations, one may (ignoring higher-order terms) express
first- and second-order derivatives by differences. For equal grid spacing xi −
xi−1 = xi+1 − xi = a, one gets by subtracting and summing the two equations

f ′
i =

fi+1 − fi−1

2a
(12.2.15)

f ′′
i =

fi+1 − 2fi + fi−1

a2
. (12.2.16)

Note that with this method the precision is one order higher than needed, as
for the first derivative the second-order terms, and for the second derivative
the third-order terms, cancel exactly.
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For nonuniform grid one may take first and second derivatives as

f ′
i =

(fi+1 − fi)
xi−xi−1

xi+1−xi
+ (fi − fi−1)

xi+1−xi

xi−xi−1

xi+1 − xi−1
(12.2.17)

f ′′
i =

fi+1−fi
xi+1−xi

− fi−fi−1

xi−xi−1

xi+1−xi−1

2

, (12.2.18)

where again the first derivative is exact to second order.
For reasons of transparency in the presentation, constant grid spacing

(xi+1 − xi = a) will be assumed in the following.

Poisson’s Equation
Replacing the differentials in the linearized Poisson equation (12.2.5) by finite
differences, one obtains at grid point xk using (12.2.16) (for nonuniform grid
spacing use (12.2.18)):

hk+1 − 2hk + hk−1

a2
− hk

q

εε0

∂Qs,k

∂Φ
= −

∂2φk

∂x2
+

q

εε0
Qs,k (12.2.19)

with Qs,k, the space charge at position xk derived from (12.1.4) as

Qs,k =

⎡
⎣NDk −NAk − nk + pk +

∑
j

Qj
t,k

⎤
⎦ (12.2.20)

∂Qs,k

∂φ
=

1

VT

⎡
⎣nk + pk +

∑
j

∂Qj
t,k

∂φ

⎤
⎦ (12.2.21)

∂2φk

∂x2
=

φk+1 − 2φk + φk−1

a2
. (12.2.22)

The change of space-charge density
∂Qj

t

∂φ
due to defect type j is obtained from

(12.1.21). All quantities are fixed with the exception of the potential correction
function h(x) taken at the grid points hk = h(xk).

Taking as a boundary condition fixed potentials at first and last grid points
x0 and xn, one has h(x0) = h0 = 0 and h(xn) = hn = 0 and (12.2.19) is valid
for k = 1 to k = n− 1. It can be written in the form of an (n− 1)-dimensioned
matrix equation:

A H = B (12.2.23)

with

Ak,k−1 =
1

a2
Ak,k = −

2

a2
−

q

εε0

∂Qs,k

∂Φ

Ak,k+1 =
1

a2
Bk = −

∂2φk

∂x2
+

q

εε0
Qs,k .
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Note that the sparse matrix A has only the diagonal and next-to-diagonal
elements nonzero. The matrix equation can be solved by inversion as follows
(although there exist faster numerical methods for the solution of problems
involving sparse matrices):

H =A−1B . (12.2.24)

This procedure is done iteratively, replacing after each iteration the potential ψk

by its new value ψk +hk and rescaling simultaneously the carrier densities and
defect-state occupation probabilities under the assumption of constant QFLs
as described in Sects. 12.1.3 and 12.2.1 (see (12.2.8) and (12.2.9)). In this way
the coupling between Poisson and continuity equations is taken into account.

Continuity Equations
Solving the continuity equations for electrons and holes can in principle be
performed in an analogous fashion. Better convergence and less problems with
computer precision is reached using the Scharfetter–Gummel approach (Schar-
fetter and Gummel 1969). In this method an analytical solution of the conti-
nuity equation for each grid interval is taken under the assumption of constant
current density, constant electric field and constant mobility, as if no charge
generation was occuring within the interval. This results in an exponential de-
pendence of the carrier density on the position, which relates the current density
in the interval to the carrier densities at the grid points (the endpoints of the
interval). The current density is assumed to be representative for the center of
the interval and the difference of two neighboring current density center values
is related to the excess generated charge carriers in the region between the two
centers.

In the following this method is demonstrated for electron and hole densities.
The current density J is given by

Jn
q

= Dn
∂n(x)

∂x
+ qEµnn(x) (12.2.25)

Jp
q

= −Dp
∂p(x)

∂x
+ qEµpp(x) , (12.2.26)

which, using Einstein’s relation connecting diffusion and mobility

D =
kT

q
µ ≡ VTµ (12.2.27)

can be rewritten as

∂n(x)

∂x
+

E

VT
n(x) =

1

Dn

Jn
q

(12.2.28)

−
∂p(x)

∂x
+

E

VT
p(x) =

1

Dp

Jp
q

. (12.2.29)

The general solution to this linear differential equation is
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n(x) =
VT

EDn

Jn
q

+ n0e
− E

VT
(x−x0) (12.2.30)

p(x) =
VT

EDp

Jp
q

+ p0e
E

VT
(x−x0) (12.2.31)

with n0 , p0 and x0 arbitrary constants.
Considering the interval xk to xk+1, choosing x0 = xk, and setting the

electric field as E = φk+1−φk

xk+1−xk
, one finds with the notation xk+1 − xk = ξ ;

φk+1−φk

VT
= η that

nk+1 =
VT

EDn

Jn
q

+ n0e
−

φk+1−φk
VT =

ξ

ηDn

Jn
q

+ n0e
−η

nk =
VT

EDn

Jn
q

+ n0 =
ξ

ηDn

Jn
q

+ n0

nk+1 − nke
−η =

ξ

ηDn

Jn
q

[
1 − e−η

]
(12.2.32)

Jn
q

=
Dn

ξ

[
nk+1

η

1 − e−η
− nk

ηe−η

1 − e−η

]
, (12.2.33)

and the equivalent notation for holes

pk+1 =
VT

EDp

Jp
q

+ p0e
φk+1−φk

VT =
ξ

ηDp

Jp
q

+ p0e
η

pk =
VT

EDp

Jp
q

+ p0 =
ξ

ηDp

Jp
q

+ p0

pk+1 − pke
η =

ξ

ηDp

Jp
q

[1 − eη] (12.2.34)

Jp
q

=
Dp

ξ

[
pk+1

η

1 − eη
− pk

ηeη

1 − eη

]
. (12.2.35)

With the Bernoulli function

B(x) =
x

ex − 1
, (12.2.36)

one has for electrons and equivalently for holes in the interval xk to xk+1

Jn
q

=
Dn

ξ
[nk+1B(−η) − nkB(η)] (12.2.37)

Jp
q

=
Dp

ξ
[−pk+1B(η) + pkB(−η)] . (12.2.38)

Setting equal the difference of current densities between two consecutive in-
tervals with the excess charge generation rate (with negative sign for electrons)
one has
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−
1

q
(J+

n − J−
n ) =(Gn −Rn)

xk+1 − xk−1

2
(12.2.39)

1

q
(J+

p − J−
p ) =(Gp −Rp)

xk+1 − xk−1

2
. (12.2.40)

(J+
n and J−

n being the current densities in the intervals xk ↔ xk+1 and xk−1 ↔
xk respectively), and then one obtains at grid point k

− nk−1DnB

(
φk − φk−1

VT

)
1

xk − xk−1

+ nk

[
DnB

(
−
φk − φk−1

VT

)
1

xk − xk−1
+ DnB

(
φk+1 − φk

VT

)
1

xk+1 − xk

]

− nk+1DnB

(
−
φk+1 − φk

VT

)
1

xk+1 − xk

= (Gn −Rn)k
xk+1 − xk−1

2

=
xk+1 − xk−1

2
(n2

i − nkpk)
∑
j

βj . (12.2.41)

For holes one finds equivalently

− pk−1DpB

(
−
φk − φk−1

VT

)
1

xk − xk−1

+ pk

[
DpB

(
φk − φk−1

VT

)
1

xk − xk−1
+ DpB

(
−
φk+1 − φk

VT

)
1

xk+1 − xk

]

− pk+1DpB

(
φk+1 − φk

VT

)
1

xk+1 − xk

= (Gp −Rp)k
xk+1 − xk−1

2

=
xk+1 − xk−1

2
(n2

i − pknk)
∑
j

βj . (12.2.42)

In order to solve (12.2.41) and (12.2.42) using the matrix formalism we
write all terms containing the variable to be solved (electron concentration n
in equation (12.2.41)) to the left side. We encounter here the problem that the
excess generation rate Gn−Rn does not only depend explicitly on the electron
concentration n but also implicitly through the dependence of the generation–
recombination factor β on n (and p). This dependence can be approximately
taken into account by performing a linear expansion of β around the approxi-
mate carrier concentrations nk, pk. For simplicity and clarity, however, β will
be assumed constant during the iteration step in the following.

In order to solve these equations one has to introduce boundary conditions
for the first x0 and last xn position. Assuming thermal equilibrium, carrier con-
centration at these positions is equivalent in assuming infinite surface recom-
bination velocity. Electron and hole concentrations at the boundaries are then



12.2 Numerical Solution of Stationary Situations 327

fixed and (12.2.41) and (12.2.42) are valid for k = 1 to k = n− 1. For electrons
the matrix formulation of (12.2.41) for the carrier density C = (n1, n2, ...nn−1)
becomes

A C = B (12.2.43)

with

Ak−1,k = −DnB

(
φk − φk−1

VT

)
1

xk − xk−1

Ak,k =

{
DnB

(
−
φk − φk−1

VT

)
1

xk − xk−1
+ DnB

(
φk+1 − φk

VT

)
1

xk+1 − xk

+ pk
∑
j

βj
k

xk+1 − xk−1

2

}

Ak,k+1 = −DnB

(
−
φk+1 − φk

VT

)
1

xk+1 − xk

B1 = n2
i

∑
j

βj
1

x2 − x0

2
+ n0DnB

(
φ1 − φ0

VT

)
1

x1 − x0

Bk = n2
i

∑
j

βj
k

xk+1 − xk−1

2

Bn−1 = n2
i

∑
j

βj
n−1

xn − xn−2

2
+ nnDnB

(
−
φn − φn−1

VT

)
1

xn − xn−1
.

The special form for B1 and Bn−1 is due to the boundary conditions chosen.
For holes a similar formulation can be found from (12.2.42).

12.2.3 Example of a Stationary Problem

The example to be presented has been selected to demonstrate the principal
possibilities of simulations when including high concentrations of deep-level
defects. It does not correspond to a realistic case, as only one type of radiation-
induced defect has been assumed whose properties and doping profiles are cho-
sen arbitrarily. However, the chosen example is able to explain some prominent
properties observed in irradiated detectors.

The effect of high-concentration deep-level acceptors in a diode is investi-
gated by comparison with an identical (“unirradiated”) device without these
deep-level acceptors. The original wafer is n-type silicon with bulk doping of
ND = 1 × 1012 cm−3 and a minority carrier lifetime of τg = 1ms. Thin highly
doped p+ (at x = 0) and n+ regions are located at the two surfaces of the
250µm-thick device. The exact doping profiles of these layers and the corres-
ponding effects near the wafer surfaces will not be discussed in the following.
The discussion will concentrate on the situation within the bulk instead.

A uniform introduction of deep-level slightly-above-midgap (Et − Ei =
50meV) acceptor-type defects of significantly higher concentration (Nt =
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(a) (b)

Fig. 12.1a,b. Space-charge densities and electric field for an unirradiated (a) and an irradiated
type inverted (b) p+–n–n+ detector without and with application of a reverse bias Vb

3 × 1013 cm−3) than the original shallow donors is assumed to be caused
by irradiation. Electron and hole capture cross-sections σn = 1 × 1015 cm2,
σp = 5 × 1015 cm2 are assumed for the simple deep-level acceptor.

Figure 12.1 compares the space-charge densities and electric fields of the
“unirradiated” and “irradiated” devices. At zero bias one notices in both de-
vices the space-charge regions in the vicinity of the surfaces caused by the
doping variations close to the surface. Before irradiation these are the p+–n
junction on the left and the n–n+ junction on the right side of Fig. 12.1a.
Applying a reverse-bias voltage to the unirradiated detector, the space-charge
region on the left side grows into the bulk, yielding a positive space-charge den-
sity equal to the bulk doping density. For the irradiated detector the growth
starts from the right side and the space-charge density Qs has the opposite sign,
its magnitude being much lower than the defect density Nt = 3 × 1013 cm−3.

The space charge is composed of the electron and hole densities, the fully
ionized shallow dopants and, for the irradiated sample, by the partially ionized
deep-level acceptors.

Charge carrier densities are shown in Fig. 12.2 and the ionization fraction
of the deep-level acceptor in Fig. 12.3. For the unbiased devices electron n and
hole p densities are constant throughout the bulk, their product being equal to
the square of the intrinsic concentration n2

i . While the bulk of the unirradiated
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(a) (b)

Fig. 12.2a,b. Electron and hole densities in an unirradiated (a) and an irradiated type-
inverted (b) p+–n–n+ detector without and with reverse bias Vb

(a) (b)

Fig. 12.3a,b. Fractional ionization factor of deep-level acceptors (a) and excess generation rate
(b) in the irradiated type-inverted p+–n–n+ detector for several reverse bias voltages

device is of n-type with n = ND, in the irradiated device the hole concentration
exceeds the electron concentration, its magnitude being two orders of magni-
tude below the deep-level acceptor-type defect density Nt. Slightly more than
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3% of the deep-level acceptors are ionized already in the unbiased situation
(Fig. 12.3).

After reverse-biasing the unirradiated device, both types of charge carriers
are removed in the expanding space-charge region near the p+–n junction, while
in the neutral region the majority carriers remain unchanged and the minority
carrier density is reduced due to diffusion into the space-charge region. For the
irradiated device the very strong reduction of both carrier types is seen in the
space-charge region on the right, but is also noticeable in the left-hand neutral
region. It is accompanied by an increase in the fraction of ionization in the
space-charge region. As the space charge in the depleted region is negative, one
speaks of effective p-type doping and type inversion.38

Fig. 12.4. Reverse-bias current as a function of the applied voltage for the unirradiated (dotted
line) and the irradiated type inverted (continuous line) p+–n–n+ detector in logarithmic and
linear representation

The reverse-bias current–voltage characteristics of the irradiated and unirra-
diated devices are shown in Fig. 12.4. The reverse-bias current of the irradiated
detector is several orders of magnitude higher due to deep-level defects acting
as generation/recombination centers. Generation is largest in the space-charge
region, as can be seen in the right-hand side of Fig. 12.3. Notice, however, that
significant generation also occurs in the neutral region on the left-hand side due
to the reduction of carrier concentrations in this region, as seen in Fig. 12.2.

12.3 Simulation of Time-Dependent Situations

The approach for the numerical solution of time-dependent situations differs
significantly from that described so far. One will take as a starting condition
a solution of the stationary problem. One again will have to solve the Pois-
son equation (12.1.3) and continuity equations for electrons (12.1.1) and holes
(12.1.2). The situation will have to be considered at different time points. While

38The defect density at which type inversion occurs does not necessarily coincide with the
one in which majority carriers in the undepleted region change from electrons to holes.



12.3 Simulation of Time-Dependent Situations 331

Poisson’s equation can be solved separately at each time point, it is still coupled
to previous time points through the space charge (see (12.1.4)), which contains
the defect charges Qt and their dependency not only on the electron and hole
densities but also on the previous history. This is a significant difference from
standard approaches, not taking into account the change of charge states of
deep-level defects.

The dependence of the continuity equations on time is seen directly by the
time derivative of the carrier concentrations on the left-hand side of (12.1.1)
and (12.1.2). In discretizing these equations, these derivatives are replaced by
differences between neighboring time points.

We will not go further into this subject here; however, it may be worthwhile
pointing out that the method of taking care of the coupling between a Poisson
equation and the continuity equations through the introduction of QFLs does
not apply in nonstationary situations. While in the stationary case the change
in the equilibrium charge-carrier density and defect-occupation state due to
the potential change can be anticipated, the space charge in the nonstationary
case is obtained from the defect charge states and the solution of the time-
dependent continuity equations only, and both of these depend on the values
at the previous time point.
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Appendix A
Frequently Used Symbols

Symbols Meaning Units

B magnetic induction Vs/cm2

cn, cp c = νthσ, electron and hole capture coefficients cm3/s
CG gate capacitance F
Cox oxide capacitance per unit area F/cm2

dox oxide thickness cm
ds depletion layer depth cm
Dn,Dp diffusion constants of electrons and holes cm2/s
E electric field V/cm
EF Fermi level eV
En

F , Ep
F Quasi-Fermi levels of electrons and holes eV

Ed defect energy level eV
Ei intrinsic energy level eV
EC lower edge of conduction band eV
EV upper edge of valence band eV
EG band gap eV
Es electric field at semiconductor surface V/cm
Et defect energy level eV
f frequency s−1

f fraction of charge induced in the channel 1
F force eV/cm
F (E) Fermi–Dirac occupation probability for electrons 1
F (E) Fermi–Dirac distribution function 1
Fn(E) occupation probability for electrons in the con-

duction band
1

Fp(E) occupation probability for holes in the valence
band

1

Fn flux density of electrons cm−2s−1

Fp flux density of holes cm−2s−1

g = ∂ID/∂VD transistor conductance A/V
gm = ∂ID/∂VG transistor transconductance A/V
gq = ∂ID/∂Qsig DEPFET charge steilheit s−1

gm, sat = ∂ID, sat/∂VG transconductance in the satura-
tion region

A/V

gl defect charge state degeneration factor 1
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h Planck’s constant Js
h depletion depth cm
h potential change in iterative solution of Poisson

equation
V

ID drain current A
ID, sat drain current at saturation A
Jn, Jp electron and hole current densities A/cm2

G generation rate cm−3s−1

Gn, Gp electron and hole generation rates cm−3s−1

k Boltzmann’s constant J/K, eV/K
kτ radiation damage constant (lifetime) cm2/s
KF 1/f noise parameter C2/cm2

L transistor channel length µm
Ln, Lp diffusion length of electrons and holes cm, µm
mn effective electron mass kg
mp effective hole mass kg
n free electron concentration cm−3

ni intrinsic carrier concentration cm−3

nn, np electron concentration in n- and p-regions cm−3

NA acceptor concentration cm−3

Nd defect concentration cm−3

ND donor concentration cm−3

Neff effective doping concentration cm−3

Nt defect density cm−3

NC effective density of states in the conduction band cm−3

NV effective density of states in the valence band cm−3

N(Ekin) density of states 1
p readout pitch µm
p free hole concentration cm−3

pn,pp hole concentration in n- and p-region cm−3

Pt,l probability of defect being in charge state l 1
q elementary charge As
Qc channel surface charge density C/cm2

Qinv inversion layer surface charge density C/cm2

Qsig signal charge C
Qs space–charge density (in units of e) cm−3

Qt defect charge density (in units of e) cm−3

R recombination rate cm−3s−1

Rn, Rp electron and hole capture rates cm−3s−1

T absolute temperature K
U excess recombination rate cm−3s−1

vn noise voltage V
Vbi built-in voltage V
Vc channel potential V
VD drain potential V
VD, sat drain–source saturation voltage V
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VF flat-band voltage V
VG gate potential V
VG, eff effective gate voltage V
Vp pinch-off voltage V
Vsub substrate potential V
VS source potential V
VT threshold voltage V
VT = kT

q
thermal voltage V

W transistor channel width µm
x(E) =exp(E−Ei

kT
) 1

α radiation-damage constant (current) A/cm
αl ratio of probabilities of neighboring

defect charge states
1

αT transistor base-transport factor 1
α0 transistor common-base current gain 1
β generation constant cm−3s−1

β transistor current gain 1
γ transistor emitter efficiency 1
ε dielectric constant 1
ε0 permittivity in a vacuum F/cm
Θn, Θp Hall angle of electrons and holes 1
µn, µp mobility of electrons and holes cm2/Vs
µH
n , µH

p Hall mobility of electrons and holes cm2/Vs
νn, νp drift velocity of electrons and holes cm/s
νth,n, νth,p thermal velocity of electrons and holes cm/s
ρ charge density C/cm3

σ root-mean-square deviation µm
σn, σp electron and hole capture cross-sections cm2

τc mean free time between collisions s
τr recombination life-time of minority carriers s
τg generation life-time of minority carriers s
Φ potential V
Φ radiation fluence cm−2

qΦm work function of metal eV
qΦs work function of semiconductor eV
qΦBn

, qΦBp
barrier height of metal–semiconductor contact eV

ΨB
1
q
|Ei −EF|, distance intrinsic level to Fermi level V

Ψc channel potential V
Ψs potential at the semiconductor surface V
q χ electron affinity eV



Appendix B
Physical Constants

Quantity Symbol Value (in one or two units)

Ångström unit Å 1 Å= 10−8 cm = 10−10 m
Electron volt eV 1.6022 × 10−19 J

Speed of light c 2.99792 × 1010 cm/s
Permittivity of free space ε0 8.85418 × 10−14 F/cm
Permeability of free space µ0 1.25663 × 10−8 H/cm

Planck’s constant h 6.62617 × 10−34 J s
Reduced Planck constant h 1.05458 × 10−34 J s

Elementary charge q 1.60218 × 10−19 C
Electron rest mass m 0.91095 × 10−27 g
Proton rest mass Mp 1.67264 × 10−27 kg

Ideal gas constant R 1.98719 cal/moleK
= 8.3145 J/moleK

Boltzmann’s constant k = R/NA 1.3087 × 10−23 J/K
Avogadro’s number NA 6.0221 × 1023 mole−1

Thermal voltage at 300K VT = kT/q 0.0259V

Wavelength of 1-eV quantum λ 1.23977µm
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Strüder, L., Bräuninger, H. (1990) et al: “The MPI/AIT x-ray imager (MAXI)
- high speed pn-CCDs for x-ray detection” Nucl. Instr. and Meth. A288
(1990) 227-235

Strüder, L., Bräuninger, H. (1993) et al: “First results with the pn-CCD de-
tector system for the XMM satellite mission” Nucl. Instr. and Meth. A326
(1993) 129-135
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Kandiah, 185
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Lorentzian spectrum, 189
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Single photon detection, 241

Sintering, 106, 265

Si–SiO2 interface, 68, 117, 142

SOI technology, 206, 309

Source follower, 200

Space charge region, 41
Spiking, 264

Sputtering, 106

SSJFET (Single-Sided Junction Field
Effect Transistor), 234, 236–238

Stable defect, 276, 277

Steilheit, 248

Stress relaxation, 265

Subthreshold operation, 219

Surface barrier, 105

Surface doping, 117

Surface generated current, 137

Switched capacitor techniques,
193, 194

Tetrahedron bond, 8
Thermal voltage, 159

Threshold voltage
– of a p-channel MOSFET, 171
– of an n-channel MOSFET, 168
– of strong inversion, 67
Transconductance
– of a bipolar transistor, 159
– of a DEPFET, 248
– of a JFET, 162

– of a p-channel MOSFET, 172
– of a unipolar transistor near

threshold, 176
– of an n-channel MOSFET, 169
Transfer efficiency, 142, 147, 149
Transistor, 153–179, 182–199
– bipolar, 153–155, 182, 308
– junction field effect (JFET),

160, 308
– MOS, 165, 308
– n-p-n, 153
– p-n-p, 153–155
– unipolar, 153, 184
Transition region, 41
Trapezoidal shaping, 208
Trapping, 31, 88, 93, 142, 184, 186,

217, 288, 293, 298, 302, 303
Tunnel effect, 52
Tunneling, 189, 308
Type inversion, 289, 303, 304, 330

Ultrasonic wedge bonding, 230
Underetching, 262

Vacancy, 86, 275–277
Vacancy–interstitial pair, 276
Valence band, 10
Velocity saturation, 104

Weighting function, 195
Wet etching, 262
Wide-gap situation, 269, 270
Work function, 56, 62, 90

Zener breakdown, 51
Zener current, 52, 53
Zinc blende lattice, 7
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