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We have performed photo-induced “transient thermoelectric effect (TTE)” experiments for
charge-density-wave (CDW) material 1T-TaS2 single crystals in hexagonal and triclinic nearly com-
mensurate phases up to 5 T. The TTE voltages decay with the characteristic relaxation times t1, t2,
and t3. t1 and t2 in the hexagonal phase oscillate with magnetic field B, while those in the triclinic
phase are independent of B. The oscillatory phenomenon is interpreted by the Altshuler-Aronov-
Spivak effect around the hexagonal arrays of commensurate CDW domains.

1. Introduction

It has been now well known that various mesoscopic systems, whose geometric size is
comparable to the phase coherence length, show quantum interference (QI) phenom-
ena, such as Aharonov-Bohm (AB) and Altshuler-Aronov-Spivak (AAS) effects. In
both cases, the magnetoresistance oscillates with a constant periodicity DB under an
applied magnetic field B, in sharp contrast to conventional Shubnikov-de Haas oscilla-
tions. The AB effect is due to the interference between separated wave packets of
diffusing electrons where the periodicity is given by DB ¼ ðh=eÞ=S (S: cross sectional
area of the system) [1, 2]. On the other hand, the AAS effect is due the phase interfer-
ence between clockwisely and anti-clockwisely diffusing electrons; in this case the peri-
odicity is written as DB ¼ ðh=eÞ=ð2SÞ [3–5].
Recently we have found a similar behavior for the bulk charge-density-wave (CDW)

material g-Mo4O11 with not mesoscopic but macroscopic scale, where the characteristic
relaxation times t1 and t2 in the decay curves of the photoinduced “transient thermo-
electric effect (TTE)” vary with a constant periodicity under a magnetic field [6]. This
result has been attributed to the formation of any microscopic domains formed around
the CDW pinning centers, but the detailed mechanism unexplained, since there is no
clear evidence for such domain structures. In order to study such QI effects in a bulk
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CDW material system, we have se-
lected the layered material 1T-TaS2
that has clear domain structures.
As shown schematically in Fig. 1a,

this material exhibits successively
various phase transitions [7]. The sys-
tem changes from normal to incom-
mensurate CDW (denoted by
ICCDW) at Tc1 (�600 K), nearly
commensurate (NC) CDW at Tc2

(�352 K), and commensurate CDW
(CCDW) at TD

c3 (�160 K) for a cool-
ing process or at TU

c3 (�210 K) for a
heating process (see Fig. 1b). Scan-
ning tunneling microscopy has re-
vealed that in the NC phase there
exists a hexagonal array of CCDW
domains (referred to as H-NC
phase) surrounded by the ICCDW

sea (see Fig. 6a) [8, 9]. In addition, the formation of triclinic CDW domains (T-NC) of
elongated shape is also reported in the NC phase [10]. The hexagonal H-NC domains
appear only when the temperature is lowered from the transition temperature Tc2,
while the triclinic T-NC domains become stable when the temperature is raised from
TU
c3, and upon further heating above 280 K, the hexagonal H-NC phase appears again.

Such CDW domains may play an important role in the transport properties of conduc-
tion carriers in a magnetic field.
In the present work, we have carried out TTE experiments for 1T-TaS2 single crys-

tals in the NC phase at 200–300 K. We have found AAS-like oscillations in the relaxa-
tion times of the TTE decay curves under a magnetic field. Based on these experimen-
tal results and a CDW domain model, we shall discuss its possible QI effect for bulk
CDW material.

2. Experimental

1T-TaS2 single crystals were grown by a chemical vapor transport method, in the same
way as described by DiSalvo et al. [11]. A standard four-probe method was used to
measure the dc and TTE voltages of the samples. The pulsed laser induced TTE meas-
urements were made at the laser energy of 1.17 eV with a fixed laser intensity of about
10 mJ; experimental details have been reported elsewhere [12, 13]. The magnetic field
B was applied perpendicular to the conducting layers (B ? aa plane) using a supercon-
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ducting magnet. To realize the H-NC phase, the sample was first cooled down below
TD
c3, and then heated above TU

c3 up to �300 K, followed by cooling down again to
240 K, as noted above. The intensity of TTE signals in the H-NC phase was generally
weak compared to those in the CCDW phase, and so a multiple averaging of 200–500
times was made to reduce the noises involved.

3. Experimental Results

Figure 2 shows the typical TTE signals at 240 K (H-NC phase) under magnetic field B
up to 5 T. In zero magnetic field, the photoinduced TTE voltage V increases rapidly
within a very short time interval of 0.1 ms, decays gradually until �2 ms, and then in-
creases to approach zero. With increasing magnetic field B, its minimum is enhanced up
to 2 T but above which it is suppressed. These TTE decay profiles can be expressed in
the multiple exponential form [6, 12, 13],

V ¼ V0 þ S ai exp ð�t=tiÞ ; ð1Þ

where V0 is a constant value at t ! 1; ti a relaxation time for the i-th relaxation pro-
cess, and ai the corresponding relaxation amplitude. According to earlier works [6, 12,
13], ai > 0 corresponds to electrons, while ai < 0 to holes. We have observed three re-
laxation processes with the characteristic relaxation times t1 –t3 and corresponding am-
plitudes a1 –a3 (a1; a2 > 0; a3 < 0Þ. The faster two processes with t1 and t2 are due to
conduction electrons, while slow one with t3 is due to holes, as will be discussed later.
Similar but no magnetic field dependent TTE signals were observed in the T-NC phase,
though not shown here.
Figure 3 shows the temperature dependence of the relaxation times t1 –t3, plotted in

semi-logarithmic scales. Here, the experimental results obtained in the T-NC phase dur-
ing the heating process are shown by squares, and those at 240 K and B ¼ 0 in the
H-NC phase are shown by circles. The solid and open symbols for the relaxation pro-
cesses corresponds to ai > 0 and ai < 0, respectively. They are almost temperature inde-
pendent. Both t1 and t2 in the H-NC phase are in agreement with those in the T-NC

phase within experimental error, though t3
in the H-NC phase is slightly shorter com-
pared with that in the T-NC phase. This
suggests that the conduction electrons cor-
responding to t1 and t2 are essentially the
same in both H- and T-NC phases. Since
the magnitude of the slow relaxation pro-
cess with t3 is very small, however, we
could not say whether the holes related to
t3 are the same in both phases.

phys. stat. sol. (b) 229, No. 3 (2002) 1113

1086420
-0.5

0

0.5

1

H = 0

5 T

t   (µs)

V
   

(m
V

)

4 T

2 T

3 T

τ1

τ2

τ3

Fig. 2. TTE signals observed at 240 K under
magnetic fields up to 5 T in the H-NC phase



Furthermore, we have performed TTE experiments at 240 K under magnetic fields B
up to 5 T. Figure 4 shows the magnetic field dependence of the relaxation times t1 –t3
in the H-NC phase. Both t1 and t2 show an asymmetric magnetic field dependence,
while t3 is field-independent. However, t1 –t3 in the T-NC phase are found to be field-
independent, though not shown here. It should be emphasized that the oscillatory phe-
nomena in the relaxation times t1 and t2 are observable only in the H-NC phase, where
the H-NC domains exist. The periodicity of these oscillations is nearly DB ¼ 8–9 T.
Usually, transport quantities as magnetoresistance do not show any field dependence in
the high temperature range, say 240 K, and thus the anomalous field-dependent t1 and
t2 cannot be interpreted by the conventional transport theory.

4. Discussion

4.1 Origin of TTE signals

According to our earlier work [12], the TTE decay processes consist of stage 1 (recom-
bination process of the photogenerated electron–hole pairs), stage 2 (thermal diffusion
of conduction carriers), and stage 3 (diffusion of phonons). Since stage 1 is observable
typically in semiconductors and stage 3 is usually in the ms time region, stage 2 is
responsible for the observed TTE decay processes in the present system as metal. Tak-
ing into account the signs of these processes, the processes related to t1 and t2 are due
to thermal diffusion of photogenerated electrons along the concentration or tempera-
ture gradient produced by the pulsed laser irradiation, while the one concerned with t3
is due to holes.
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Next we shall discuss the Fermi surfaces
of 1T-TaS2 in the NC phase, as depicted
schematically in Fig. 5. In the normal
phase, quasi-two-dimensional (Q2D) elec-
tron Fermi surfaces (lightly shaded areas)
lie around the six equivalent GM lines (see
Fig. 5) that have favorable shape for suc-
cessive CDW nesting [7, 14–16]. Here, we

illustrated rather simplified ellipsoidal Fermi surfaces: the whole shapes are depicted by
thin solid ellipsoids in the extended Brillouin zones: this is similar to the case for bis-
muth [17]. If we assume that the direction of the TTE experiments is parallel to one of
the principal axes of the ellipsoidal Fermi surfaces, we may observe two types of con-
duction electrons. In Fig. 5 we took the TTE direction along the MK direction and thus
two electron pockets along the MK direction and four ones along the GK direction.
Taking into account the band curvature, the former should have light effective mass,
while the latter has heavy mass. We have another choice of the TTE direction along
GK direction, which is essentially similar to the above: thus we are not concerned with
this direction for the following discussion. On the other hand, the relaxation time t for
stage 2 is inversely proportional to the carrier mobility m (t / 1=m / m*; m* effective
mass). Thus, we can attribute t1 to the relaxation processes and t2 can be attributed to
the thermal diffusion of electrons with m*1 and m*2 ðm*1 < m*2Þ along the MK and GK
directions, respectively, as shown in Fig. 5. However, we cannot attribute the slow pro-
cess with t3 to any conduction holes because of lack of detailed information on the real
Fermi surfaces. Due to this reason and magnetic field-independent t3, we shall further
discuss only t1 and t2.

4.2 Quantum interference model

The QI effect called AB or AAS effect is an interesting quantum transport phenomen-
on under magnetic field. Its characteristic field dependence is quite different from the
conventional quantum transport such as Shubnikov-de Haas (SdH) oscillations, from
the following viewpoints. (1) The QI effect oscillates in linear magnetic field B but the
SdH appears in reciprocal magnetic field 1=B. (2) The latter is not observed in weak
magnetic field but the former is visible even in zero magnetic fields. (3) Usually the QI
effect is observable in mesoscopic systems and at low temperature whose geometric size
or sample length LS is comparable to the phase coherence length x. The above charac-
teristics (1) and (2) for the QI effect are also observable in the present oscillations of
the relaxation times t1 and t2. In the previous work, we have observed similar phenom-
ena in the quasi-two-dimensional material g-Mo4O11 in the CDW phase [6]. Only from
the viewpoint (3), however, these systems with typically LS � 2–3 mm are apparently
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quite different from the mesoscopic systems. According to the TTE theory [6], on the
other hand, the length scale occurring in the TTE voltage V is defined by the diffusion
length Li which is the mean distance of bipolar states formed by photo-induced carrier
diffusion. The i-th relaxation time ti is expressed using the corresponding diffusion
length Li [12],

ti ¼ L2
i =ð2DiÞ ¼ eL2

i =ð2kBTmiÞ ; ð2Þ

where Di is the diffusion coefficient and mi the carrier mobility. Usually Li ranges be-
tween 1 and 100 mm [18] and the roughly evaluated value of Li for the present system
was in the order of 1 mm just below TD

c3 (which will be reported elsewhere): Li � Ls. It
is expected that the magnitude of the diffusion length in the NC phase changes less
strongly. This suggests the possibility that the QI may occur in the present system.
Among the theoretical studies on the QI in mesoscopic systems, we shall focus on

the AAS effect in antidot lattices [19–21]. Nakanishi and Ando have demonstrated that
in antidot arrays the AAS effect is predominant rather than the AB effect and is
strongly influenced by the symmetry of arranged arrays. This gives us important key
aspects to the origin of the present oscillatory phenomena. (i) the most definite differ-
ence between the AB and AAS effects can be seen in the magnitude of the magneto-
conductance averaged over systems with many mesoscopic subsystems [22, 23]. The
phase of the AB effect is incoherent in each subsystem and then cancels out after aver-
aging over the whole system, giving rise to its diminishing. On the contrary, the AAS
effect with coherent phases remains even in large systems involving small mesoscopic
size units. Due to this reason, if the QI effect may occur in the present system only the
AAS effect should be observed because the system consists of many H-NC or T-NC
domains. (ii) The stronger backscattering occurs in hexagonal lattices rather than in
square lattices; which is reflected in a larger AAS effect. This theoretical result gives us
an important insight into the present experimental facts that the oscillatory phenomena
in the relaxation times were observed not in the T-NC but in the H-NC phases. (iii) A
“fluctuation effect” in antidot sizes enhances the AAS effect. This is an important effect
because in real system the size of minimal regions exhibiting the AAS effect may fluc-
tuate, as will be discussed later.
In the previous work, we have reported oscillatory phenomena in the relaxation

times t1 and t2 for g-Mo4O11 single crystals and have proposed a possible model [6].
According to this model, we present a tentative model (model 1) as shown in Fig. 6a
where only a few CCDW hexagonal domains existing in the ICCDW sea are illustrated.
In this model, the conduction electrons move relatively freely in the ICCDW sea but
they localize weakly in the CCDW domains. When an electron circulates within the
CCDW domain, its phase changes by the magnetic flux f penetrating through the
closed hexagonal domain. In the present system, however, conduction electrons passing
through the CCDW domains should be scattered strongly by the domain walls rather
than by the CCDW domains because of destructron of translational symmetry of the
phase at the domain walls. Therefore, this model may be ruled out from possible me-
chanisms. Considering the AAS effect in antidot lattices described above [19], thus, we
proposed newly a possible model (model 2) for the transport of electrons in the H-NC
phase, as shown in Fig. 6b. In this model, the electrons drift nearly freely inside the
domains but are scattered strongly at the rigid domain walls, which play a similar role
as in the antidots. It is expected that the dominant scattering process for model 2
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should be backward scattering; though that for
model 1 is predominantly forward scattering. In
this case the electron scattering may depend
strongly on the symmetry of the domain struc-
tures because the conduction carriers may be scat-
tered easily backward by the hexagonal arrays of
the CCDW domains rather than the elongated tri-
clinic ones, as already shown theoretically [19].
For model 2, it is possible to consider several or-
bits or trajectories: for example orbits 1, 3, and 7
circulating one, three, and seven domains, respec-
tively, in Fig. 6b the orbits 1 and 7 are depicted
schematically. Hereafter “o1”, “o3”, and “o7” de-
note the orbits 1, 3, and 7, respectively.

Now let us discuss the AAS effect based on
model 2, in which the number of averagings
should diminish the AB effect. The period of
aligned CCDW domains in the present system is
about 9 nm at 240 K and the boundary between
the domains is narrow ð�0:2 nm) [8, 10]; from

which the radius of the CCDW domains R0 is evaluated to be �4.4 nm. Using this
value, we have evaluated roughly the period of the AAS oscillations, DBj

[¼ ðh=eÞ=ð2SjÞ ¼ ðh=eÞ=ð4pR2
j Þ; Rj radius of the orbit j], to be 32, 11, and 4.6 T for the

orbits j ¼ o1, o3, and o7, respectively. Among them, the value of DBo3 for “o3” is
nearly equal to the experimental value of DB � 9 T. Since DBo1 for “o1” is too large,
the AAS effect of electrons circulating “o1” is unlike in the present system. Here, we
simply assume that the inelastic scattering length of diffusing electrons Lf is much lar-
ger than the diameter of the orbits Rj and the scattering at the boundary is mostly
elastic. In case of TTE experiments, the system size L can be regarded as the diffusion
length Li and the evaluated value of Li for the present system was in the order of
1 mm, as described above. Under the consition Ls � Li > Lf > Rj we will consider the
AAS effect for the electrons related to the relaxation times t1 and t2, while we do not
discuss the relaxation time t4 for holes (i ¼ 1 and 2; j ¼ o3 and o7).

4.3 Calculation of relaxation times

As can be seen from the trajectory of electron circulating “o7” in Fig. 6b, the electron
drifts pass through diffusive CCDW domain walls and nearly ballistic CCDW regions. The
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QI occurs only in the former regions but its theoretical approach is too hard to perform
because of complicated trajectories. For simplicity, then, we introduced a simple model
unit consisting of one diffusive region (where the orbit j exists) connected by contacts A
and B (which corresponds to the ballistic CCDW regions) (see Fig. 6c). Here the electron
with wave function YA at the contact A splits into a clockwise wave packet Y1ðBÞ and an
anti-clockwise one Y2ðBÞ, and then they interfere again at the contact A (not B) to form
Y1ðBÞ þ Y2ðBÞ ¼ YA exp ½2piðfj=2f0Þ� ¼ YA exp ½2piðBSj=2f0Þ� ½f magnetic flux pene-
trating though the j-th closed trajectory; f0 flux quanta�. On the other hand, the Landauer
formula for a finite size system is applied to this system [24] and then the transmittance
TABðBÞj of the electron between the contacts A and B is given by

TABðBÞj ¼ TABð0Þj exp ½2piðBSj=2f0Þ� : ð3Þ

To extend this aspect to the whole system, we further simplified the model 2 as follows.
(i) We assume linear channels for conduction electrons, whose number is Nch per unit
cross sectional area, and each channel contains model units of number Ns. (ii) We con-
sider electrons of number Nt passing through the unit model per second. (iii) Based on
Onsager’s theorem, the Ns times spatial and Nt times temporal averaging of the AAS
effect occurring in each channel can be regarded as Ns �Nt times ensemble average of
one electron in some channel. (iv) We neglect the contact resistance that may be much
less than that of the diffusive domain. Therefore, the total conductance GðBÞj is defined
by

GðBÞj ¼ Nch=ðNsNtÞ ðe2=hÞ hTðBÞji ; ð4Þ

where TðBÞj 
 TABðBÞj. Thus, the conductivity s1 related to the relaxation time t1 is
expressed as

s1 ¼ nem1 ¼ SGðBÞj=L1 ¼ SNch=ðNsNtL1Þ ðe2=hÞ hTðBÞji ; ð5Þ

where m1 is the mobility of electrons concerned with the relaxation time t1. This equa-
tion indicates that the microscopic magnetotransport is governed by the microscopic
AAS effect. From Eqs. (2), (3), and (5), we obtain an important relationship between
t1ðBÞ under magnetic field B and hTðBÞji,

t1ðBÞ ¼ nhNsNtL
3
1=½2NchkBTS hTð0Þj exp ½2piðBSj=2f0Þ�i� : ð6Þ

In case of small AAS oscillations, the averaged transmittance in this equation is ap-
proximately written by

hTð0Þj exp ½2piðBSj=2f0Þ�i ¼ hTð0Þji þ aj cos ðB=DBj þ qjÞ ; ð7Þ

where aj and qj are the amplitude and initial phase of the j-th AAS component, respec-
tively. Therefore, the relaxation time t1ðBÞ expressed by Eq. (6) is rewritten by

t1ðBÞ � t1ð0Þ � S Dtj sin ðB=DBj þ qjÞ ð8Þ

with

t1ð0Þ ¼ nCL31=½kBTS hTð0Þji� ; and Dtj ¼ nCL31=½kBTaj� ;

where Dt1 is the amplitude of the AAS oscillation in the field-dependent t1 and
Cð¼ hNsNt=2NchÞ the parameter. Similarly, we obtain the expression for the relaxation
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time t2ðBÞ as: t2ðBÞ � t2ð0Þ � S Dtj sin ðB=DBj þ qjÞ. Using the parameters related to
the relaxation times t1 ¼ 2:0 ms and t2 ¼ 0:45 ms, Dt1 ¼ 1:4 ms, and Dt2 ¼ 0:25 ms and
those concerned with the AAS orbits DBo3 ¼ 11 T, DBo7 ¼ 4:6 T, and qo3 ¼ qo7 ¼ �60,
we calculated t1ðBÞ and t2ðBÞ and the results are shown by solid lines in Fig. 4. These
are in good agreement with the experimental results. This fact reveals that the present
quantum oscillations in the relaxation times t1 and t2 are due to the AAS effect of
electrons occurring in the CCDW domains. Finally we note the initial phases q1 and q2
whose observed values are non-zero (or p) (q1 ¼ q2 ¼ �60). Such trends have been
observed for g-Mo4O11 [6]. This may be due to non-linear transport.

5. Conclusion

We have performed TTE measurements for 1T-TaS2 single crystals in both H- and
T-NC phases and at 240 K under magnetic field up to 5 T. The TTE voltages decay with
characteristic relaxation times t1 and t2 due to electron diffusions and t3 due to holes.
Among them, t1 and t2 in the H-NC phase oscillate with magnetic field B, while those
in the T-NC phase are independent of B. This phenomenon can be interpreted by the
AAS effect. We have calculated their relaxation times based on the theoretical equa-
tions derived; where the oscillation of t1 and t2 are due to the AAS effect of electrons
occurring the H-NC domains.
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